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Introduction

Entropy as a measure of disorder, uncertainty, or homogenelty, has been used
to analyse many different phenomena. In the physical sc1ences it ‘has been used
to measure the irreversible increase of ‘‘unavailable energy”’. In the biological
and behavioural sciences, entropy has been used as a measure of organisation
(Nicolis and Prigogine, 1977; Rifkin, 1980). In communication theory, it quantifies
the degree of uncertainty in a system (Shannon and Weaver, 1949). Taking the
Shannon entropy as a measure of diversity yields:

) 7 I
DP, P, ...P) = - ¢ ) P;log: P;
. 7 =

In the context of communication theory, where this measure gives the uncertainty
H, P; is the probability of some event i. As a measure of diversity, the P;
represents the proportion of some total quantity. For example, let X denote some
quantity such as total employment, total output, foreign trade, or income, and
K; the amount contributed to this total by the ith entity, such as an industry in
a region, a county, or a product traded. The value shares are P; = K;/K and the
entropy measure K gives the dwersﬁy or spread of the dlSti’lbutIOIl {(Horowitz
and Horowitz, 1976). The maximum value of D is attained (log,z)} when all P; are
equal. If the ith entxty is the only contributor to K, then P; = 1 all other P;
=0and D = 0.

The entropy measure has been invoked i in ‘empirical studies in economics as
well as in management, matketing, finance and accounting. Ina marketmg context,
entropy can represent the distribution of consumer preferences for various brands.
For exampie, Herniter (1973) uses entropy as a measure of uncertainty or disorder
in the ‘stochastic system that represents theé consumer’s preferences for spec:al
brands.

In the analysis of empirical data, entropy has also been used as a measure of
dispersion, an alternative to the variance ¢° (a measure of risk or uncertamty)
For example, the use of entropy rather than variance as a measure of the risk
of a securiti€s portfolio whose  components' yield stochastic returns has been
advocated by Philippatos and Wilson (1972; 1974). They concluded that since entropy
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can be estimated directly from variances (when the form of prior distribution is
known) and can be computed from non-metric data, entropy is more general and
better suited for the selection of portfolio than variance,

In the analysis of accounting data, entropy has been used to measure the loss
of information from aggregation of items on financial statements, e.g. the balance
sheet (Lev, 1968, 1970; Theil, 1969).

An extensive treatment of entropy-based measures in the analysis of economic
data occurs in several studies (e.g. Bernhardt and Mackenzie, 1968; Georgescu-
Roegen, 1971; Theil, 1967). For example, Theil (1967) discusses in detail the basic
technical informational concepts and illustrates them with economic examples.
Theil's books (1967, 1972) are primarily concerned with distributional issues and
with decomposition analysis. In particular, he has argued that information concepts
provide an appropriate measure which can be utilised in empirical studies in
economics to answer such questions as: How is income distributed among the
families of a nation or among the states of a nation? How are sales, total outputs
or employment distributed among industries within a region and among regions?
How is international trade distributed among countries?

In market structure analysis, entropy has been employed as a measure of the
“‘competitiveness’” of an industry. Here P; represents the market shares of firms
in the industry. As such, entropy varies inversely with the degree of industrial
concentration. Using this measure, Horowitz and Horowitz (1968) analysed the
concentration in the brewing industry between 1944 and 1964.

Using the decomposition property of entropy, some market structure researchers

were able to analyse concentration, either within or between regions, ¢r within

brands of an individual company, and between companies (Bernhardt and

Mackenzie, 1968; Horowitz and Horowitz, 1970; Theil, 1967). For example,
Horowitz and Horowitz (1970) studied the industrial concentration in 26 two-digit
manufacturing industries in the common market nations. o '
Along similar lines, Garrison and Paulson (1973) used entropy and a related
measure to test the hypothesis that ‘‘labour-intensive’ industries are less
concentrated geographically than other types of industries. The results of the study
supported the hypothesis, o ‘ '
~ Entropy measures of geographical concentration have also been used by Garrison
(1974) to examine the extent to which rural and small-town counties compete with
urban areas for manufacturing employment in the Tennessee Valley region. Here

. P; represents the relative ability of the ith county to attract manuficturing

industries. Decomposition of entropy into its between-set and within-set
components has also enabled Garrison to compare the low-wage and high-wage
industries of the region with respect to the nature of their geographical dispersal
over time.. L L . :

Entropy has also been used to measure employment diversity by Hackbart and
Anderson (1975). Within this context, the P; represents the ith sector share of
regional employment. Hackbart and Anderson illustrated the applicability of the
entropy method by examining four river basin regions in Wyoming. They concluded




that the entropy method *‘provides a direct means of comparing diversity in different
regions or changes in diversity over time’’ (p. 378). However, they did not examine
how their measure of diversity can be decomposed so that various patterns of
inter-industry diversification within a region over time may be examined.

Entropy as a Measure of Industrial Diversification _
The entropy method measures diversity of a region against a uniform distribution
of employment where the norm is equiproportional employment in all industrial
sectors. As it is applied to the United States estimate of employment data, the
entropy measure of industrial diversity D(E,, E, ... E,) is defined as follows:

y
DE, EyBy) = - T E;logF; )

where # = the number of economic sectors,

E; = the proportion of total employment of the region that is located in the
ith sector. .

The most important properties of the above measure are:

®  the maximum value of I is attained when the E; are all equal. This is
the case where the region is totally diversified in the sense that all sectors
contribute equally to the region’s employment Also. the greater the
number of sectors shanng in the region’s economic activity, the greater
the value of D;

0= D < log; n;

® D = 0 when only one of the E; = 1 and the remainder are 0. This is
an extreme case where the economic activity of a region is concentrated
in only one sector; therefore, economic diversity is totally absent.

Attaran dnd Zwick (1987) argue that entropy is in all respects at least as good as
any other measure of diversification and thus, due to its decompositional properties,
it is superior to the others. The entropy measure is a more flexible and analytically
powerful measure of economic d1vers1ty than the national average measure, portfolio
measure and ogive approach.

The national average measure assesses the deviation of the regional distribution
of economic activity from the national distribution. Since the norm (national
distribution) changes over time, this measure does not determine whether the
distribution of economic activity within a region itself has-become more or less

diversified over time. Because the uniform distribution is a comparative norm that'

is-fixed, the entrepy measure will accomplish the- above objectives.
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The portfolic measure is only indirectly (presumably inversely) related to
diversity, in the context that diversity is measured by the ogive, national average,
McLaughlin, or entropy. Also, the use of portfolio variance as & norm is clearly
not a good measure of diversification.

The ogive and entropy measures are conceptually 31mllar both approaches
compare actual distribution of employment to a hypothetical uniform distribution
representing balanced industrial composition (equal percentage in each group).
The entropy measure is more flexible than the oglve, however, as the entropy
measure can be decomposed so that the various patterns of inter-industry
diversification within a region over time may be examined. These patterns and
changes may not be apparent from an exarnlnatlon of the single unit total diversity
index of diversification.

The entropy measure as it is formulated in equation (1) can be disaggregated
into its between-set and within-set aspects to express the extent and pattern of
dispersal between and within different groups or subsets of industries. Consider,
for example, that industries (sectors) are combined into G sets. The employment
share of set S, is then: ‘

E

Eg = =L E; g=1 ..G

“Sg

The entropy index of diversity within each of the G sets can be measured by:
D withins, = = & (E{/Eg log: (E/Ep . @
EANY . ) .
' _

The within-set measure merely represents the apphcatlon of the entropy measure
to different groups of industries treated independently. Representmg each set’s
relative share of the total employment by E,/E ¢ where E, is total employment
of the United States, the entropy measure of diversification between the G sets
may then be expressed as:

D between = - T (E,/E,;) log (B, /E) - @)
g=1

The between—set measure identifies the extent to whlch employment is dlstnbuted
equally between the G Sets.

The relative importance-of each of the G sets determines the contribution of
its diversification to the degree of industry diversification within the total economy.
Weighting the result of equatior (2) by the relatwe share of each ‘set ylelds

D within = (Eg/Et):'[-— z (E‘,'/.Eg)_ log, (E,-/Eg)] R SRR (-3}
g=1 i‘Sg o : )

which is the average ,diversity within the G sets. The entropy measure .o{economic
diversity for the entire economy can be obtained by summing equations (3) and (4):




G G
D= - £ (B/E) log: (ByB) + X (E/E) - % (E/Ep logs (E/E] ()
g=1 g=1 zes:g
This disaggregation of entropy into its between-set and within-set aspects, where
G = 2 (manufacturing and non-manufacturing) is carried out for the United States
and its results are ptesented in the following section.

Entropy Measure: An Illustration

Variation in Diverstty within the USA

The United States is far from uniform in terms of the diversity of economic activity
within its borders. It varies widely in clirhate, soils and vegetation, all of which
affect the economic activities from area to area and thus the economic diversity
of each region. To examine the changes in diversity, the diversification indices
based on employment data were calculated for the 50 states and the District of
Columbia for the ten-year period from 1972 to 1981. Calculation of the entropy
measure is based on employment data from eight non-agricultural sectors. These
sectors are: durable goods; non-durable goods; construction; transportation,
communication and utilities; trade; finance, 'insurance and real estate; service and
miscellaneous; and government.

The value E; which measures the ith sector 8 re!atwe share of employment
for a given state is calculated from the BLS series, Employment and Earnings,
States and Areas, for a ten-year period from 1972 to 1981.

Since there are eight sectors, the maximum value of

D(E), E3,... Eg) = log:8 = 3

and observed values may be directly interpreted in this scale. The diversification
values would then range from 0 to 3, with a diversification value of 3 denoting
the greatest diversification among the eight sectors of a state.

Tahle I gives the calculated diversity indices of each state for the ten-vear study
period. These indices were averaged, and grouped into four classes based on the
level of diversity of the 51 areas. _

Of the 51 study areas, roughly half showed high to moderate diversification,
and none were distinguished as either highly diversified or highly specialised;
however, there are patterns which may be identified. The west south central region
can be considered a region of high diversity; the middle Atlantic clearly is a region
of moderate diversity. Other highly diversified areas are scattered in the south
and the northeast.

The most important areas of specialisation are: (1) the steel production area
of Indiana and the auto-producing portion of Michigan in the eastern north central
region; (2) North and South Dakota in the western north central region; (3) Montana

and Nevada in the Mountain region; and {4) Alaska and Hawaii in the Pacific région.

While the Mountain region is dominated by moderately diversified states, the Pacific
and New England areas appear to be dominated by states having low diversity.
Thus, the south alone.is mainly an area of high to moderate diversity while the

west, central and eastern areas of the United States have moderate to low diversity.
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Group 1: Region of High Diversity, 1972-1981

Table 1.
{cont.)

State 1972 1973 197 1975 1976 1977 1978 1979 1980 1981
Delaware 293 294 293 291 291 292 293 293 293 2.93
Kentucky 292 291 292 292 292 293 293 294 292 291
Louisiana 295 295 2095 294 294 294 294 295 295 2.95
Oklahoma 2580 290 290 2.89 2.8 2.8 290 291 292 202
Texas 292 292 292 291 291 292 293 293 294 2.94
West Virginia 3.01 290 299 299 299 300 299 298 297 2.94
Group 2: Region of Moderate Diversity, 1972-1981
Alabama - 285 2.86 287 286 2.8 286 28 286 2.86 2.85
Arizona’ 2.87 288 285 2.81 279 2.80 2.80 282 2.81 2381
Arkansas 287 286 286 2.85 285 2.8 284 285 234 2.4
Colorado 284 285 284 28 281 282 2.8 286 2.85 2.8
Georgia, 284 2.8 2.85 2.82 281 2.8 281 2.8 28 281
Idaho 282 283 283 282 281 282 283 284 2383 2.83
Illinois 284 283 2.83 2.83 2.82 281 281 2.82 28 2381
Kansas 282 2.83 284 283 283 284 28 285 2.8 285
Maine 2,80 280 2.82 2.81 2.82 2.82 281 2.8 2.83 2.83
Minnesota 2.84 284 283 281 281 2380 281 281 2.8 2.7¢
Mississippi 283 284 285 2.8 283 2.83 283 2.84 284 285
‘Missouri 2.85 28> 2.84 283 2.8 28 2.8 283 2.82 28!
New Jersey 2.83 2.83 283 281 2.80 279 2.80 2.80 2.80 2.79
New York 2.84 284 2.83 2.80 2.8 2.79 2.79 2.79 2.78 2.77
Pennsylvania 286 2.8 285 2.85 2.8 285 285 2.8 2.8 2,83
Tennessee 283 283 284 283 282 282 2.8 2.8 2.8 2.8
Utah 281 282 283 282 283 284 284 2.85 284 2.34
Virginia 2.87 287 2.87 2.84 2.8 284 283 284 2.8 280
Wyoming 2.81 2.83 2.8¢ 2.83 2.83 2.83 2.84 285 2.83 2.8
Group 3: Region of Low Diversity, 1972-1981 -
California 2.80 280 2.79 2.77 277 277 2.78 2.79 2.78 2.78
Florida 2.81 282 280 2.75 274 275 2.75 2.76 2.76 2.7%
Towa * T2.79 279 279 2.78 297 278 278 2.78 2.7 2.75
Maryland- - 2.80° 2,80 2.80 2.7 275 275 274 274 272 271.
. Magsachusetts 2.84 283 2.82 2.80 2.78 -2.77 2.797 277 2.76 2.76 .
Nebraska = - 2.77 298 2.78 2.76 297 277 278 278 2.97 2.76
New Hampshire 2.81 2.81  2.80 2.78 2.78 2.78 2.78 2.78 2.77 2.77
New Mexico 276 2.76 277 2.75 275 277 2797 278 297 2.77
North Carolina 2.78 2,79 "2.79 2.79 2.77 2.78 2.79 279279 280
Ohio . 279 278 278 278 278 278 278 2.79 2.79 2.78
Oregon 279 279 278 276 275 2.796 .2.77 277 276 2.4
Rhode Island = 2.80 2.74 2.80 ..2.79 2,78 2.78 2.78 2.79 2.78. 2.78
_ South Carolina 2,73 295 277 2.75 2.74 275 2.76 2.78 278 2.78
Vermont 2.82 2.82 2.80 2,77 276 2.75 2.76 297 2.75 275
Washington 2,77 2.77 2.76-2.75 2.76 2.76 2.77 -2.78 2.77 2.76
Wisconsin © 277 297 276 2.76 2.760 277 .2.76..276 2.76 2.75
A




Group 4: Diversification Indices of Specialised Region, 1972-1981

State 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981
Alaska 260 263 27 273 275 275 275 273 24U 2W
Connecticut 261 260 258 259 257 257 258 258 2538 258
Hawaii 276 297 27 275 27 27 2% 271 27 270
Indiana 273 272 273 27 2% 2™ 2H 27 27 275
Michigan 270 2689 270 270 269 289 269 270 270 269
Montana 277 278 297 2W 272 272 272 24 273 273
Nevada 249 251 247 243 242 245 245 245 244 245

North Dakota 258 259 261 262 263 263 265 268 268 270
South Dakota 262 264 265 283 264 266 267 268 266 265

District of
Columbia 221 221 220 216 211 211 2310 210 209 208

Changes over Time in Diversity Paiterns

To examine the changes in diversity over time, the diversity indices of employment
data were calculated for the US for the 28 years from 1960 to 1987 The results
are shown in Table II. Calculation of the entropy measure for the US is based
on employment data of 56 sectors (two-digit SIC). The value E; is calculated from
the Statistical Abstracts of the Unifed States, a national data book published annually
by the US Department of Commerce, Bureau of the Census. :

Since there-are 56 sectors, the maximum value of D = log:56 = 5.8074 and
the diversification values would then range from 0:to 5. 8074. There is evidence
in Table I of a trend towards .greater concentration in the overall US economy.
[A ttest of the slope indicates a statistically significant relationship (computed
value of { = —4.79 which i$ significantly beyond the 0.001 level)]: -

This single-unit total entropy measure does not, however; identify inter-industry
diversification or concentration patterns and structural changes occurring within
the entire economy. The entropy measure can be disaggregated into its between-
set and within-set elements to express the extent and patterns of dispersal between
and within different groups and subsets of industries. The resilts of th15
dlsaggregatlon analysxs are presented n the next section. :

Extent and Pattem of Dwerszﬂcatwn between and wtthm Industnes

The secornid section of this article discussed the decomposmon properties of entropw
in analysing the nature and extent of dispersal of economic diversity between and
within different subsets of industries. Consider combining the 56 economicisectors
(two-digit SIC) of the US into two separsite groups or sets: Sg E€=12).5is
defined as manufacturmg 20 sectors) and 5; as non-manufactunng (the remammg
. 36 sectors). . ,
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Table II.
Employment
Diversification Indices
for the US, 1960-87

Year Diversity Index Year Diversity Index
1960 5.2405 1974 5.0538
1961 5.1898 1975 4.9993
1962 51921 1976 5.0092
1963 51786 1977 50077
1964 5.1881 1978 5.0003
1965 51720 1979 5.0109
1966 5.1514 1980 49940
1967 49840 1981 4.9951
1968 51113 1982 49733
1969 65,1199 1983 4.9527
1970 50960 1984 49796
1971 5.0810 1985 45769
1972 5.0604 1986 5.1046
1973 5.0678 1987 50930

The disaggregation of entropy for the above two groups is carried out using
equations (2) to (5), and the results are presented in Table ITI, columns (2) to
(7). The aggregated employment diversification indices initially presented in Table
II are shown again in column (8). Table IIl enables a comparison of the
manufacturing and non-manufacturing sets with respect to the nature of their
economic dispersal over time.

The within-set component of the entropy measures for the manufacturing and
non-manufacturing groups produced from applying equation (2) is presented in
columns (2) and (3), respectively. The within-set measure represents the application

- of the entropy measure to two industry groups treated independently. There is

evidence in column (3) of a trend towards increasing concentration within the non-
manufacturing set over the 28-year period (f = -3.16, significant beyond 0.01).
However there is no evidence in column (2) of any trend revealed by the within-
set entropy -of the manufacturing set ({ = -0.11, not significant).

The weighted within-set entropy measures of the two groups appearing in
columns (4) and (5) reflect each group’s contribution to the degree of €Conomic
diversification within the total economy. In applying equation (4), the weighted
within-set measures for the two groups are summed to yield the total weighted
within-set entropy measure shown in column (6). There is evidence of a trend
toward increasing concentration revealed by the total weighted within-set entropy
measure (! = —2.05, significant beyond 0.05). However, examination of its

‘component revealed a trend toward decreasing contribution of manufacturing (¢

— _19.89, significant beyond 0.001) and increasing contribution of non-manufacturing
{t = 6.61, significant beyond 0.001). S “ S

‘As discussed above, there'is a decreasing contribution of manufacturing and
an increasing -contribution of non-manufacturing to the-degree of -economic
diversification within the total economy. -The. consequence - of *increasing
concentration within non-manufacturing sector, then, is a trend toward increasing
concentration within the total economy revealed by the total weighted within-set
entropy measure. S
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Table IV.

Actual Entropy as
Percentage of
Maximum Entropy

Within-  Within- Weighted Weighted — Total
set set within-set within-set weighted Between-

Entropy Entropy Entropy Entropy within-set set Total
Year (Mfg) (Non-mfg) (Mfg) (Non-mfg) Entropy ZEntropy Eatropy
1960 93.89 85.70 34.20 5449 9041 94.61 90.24
1987 92.58 8453 2345 63.12 90.03 8164 78.81
Percentage
changes _
1960-87 -131 - -117 -10.75 +8.63 -038 1297 -1143

The between-set entropy measure which results from applying equation (3) is
presented in column (7). The between-set measure merely identifies the extent
to which US employment is distributed equally between the manufacturing and
non-manufacturing sets. There is a trend towards greater between-set concentration
over the 25-year period (f = —14.76, significan{ beyond 0.001).

The total weighted within-set measure is added to the between-set measure
to yield the total entropy measure as formulated by equation (5). (This is the same
as the aggregated entropy measure of industry dlvemlﬁcatlon xmtlally presented
in Table I1.)

As mentioned earlier, the maximum value of entropy equals 5.8074. For the years
1960 and 1987, actual entropy as a percentage of maximum entropy was calculated.
This provides a better understanding of what has been happening to relatwe
concentration (diversification). These results are given in Table IV.

In interpreting Table IV, it must be kept in'mind that when actual entropy as
a percentage of total entropy falls, relative concentration rises. Examination of
Table IV reveals very little change in the within-set entropy of manufacturing and
non-manufacturing over the period 1960-1987. The total weighted within-set measure
shows a change of 0.38 per cent, Among its components, manufacturing shows
the highest change (decrease of 10.8 per cent to the degree of diversification within
the total economy) followed by non-manufacturing (increase of 86 per cent). With
regard to the between-set diversification, there has been a 13 per cent decline.
This indicates that during the period of the study, there has been an increase
in size disparity between these two major groups of the economy. In the case
of the 56 sectors as a whole, there has been an 11 A3 per cent reduction in relative

. diversification.

It should be noted that the US economy is reIatwely diverse in terms of
employment, achieving approximately 85 per cent of total possible entropy during
the study period. Thus, in terms of employment, the US economy seems to be
fairly equally distributed in size. Yet this study also showed a shift towards an
increased disparity in size for the total US economy.

In 1960, the percentage employment shares of manufacturing and non-
manufacturmg were about 36 and 64 per cent, respectively. During the 1970s non-

- manufacturing percentage shares generally increased to 71 per cent, and in 1987
- they stood at 75 per cent. Because the. non-manufacturing group’s percentage




share initially was considerably higher than 50 per cent (comparative norm for
the greatest diversity) the increase in the group’s percentage share over the 28-year
period accounts for the decrease in between-set entropy, ie. the greater
concentration of the US economy in one of the two aggregated sets.

As discussed earlier, there was a trend toward increasing industry concentration
within the non-manufacturing group. The consequence of increasing between-set
concentration toward non-manufacturing and away from manufacturing, then, could
be greater concentration and less diversification in the fotal economy. This finding
may lend perspective to interpreting the structural changes (concentration)
occurring within the entire US economy.

Conclusions

The proposed entropy measure provides a flexible and analytlcaily powerml measure
of industrial diversity. The rectangular distribution (uniform distribution) of economic
activities used as a comparative norm with the entropy measure is objective and
conceptually consistent with the intuitive notion of diversification as the absence
of concentration. Furthermore, the entropy measure can be decomposed to allow
for identification of some important inter-industry diversification patterns which
may not be at all apparent merely from examining the single-unit total entropy
measure of diversity.

This technique was useful, not only in providing an overall index of diversity
over time for the US but also, through its decomposition properties, in analysing
the nature of such a dispersal. The decomposition properties have permitted the
analysis of economic concentration and structural changes, both within and between
groups of sectors, which appeared to offer some useful extension of regional
analysis.
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Call for Membership and Papers

- The newly established *‘International Society for Intercommunication of New Ideas,
Inc.”” (ISINI) is accepting new members at a fee of US$15.00 and offers the
opportunity to present a commupnication at its First Congress in Paris, France, on.
September 2-4, 1990 devoted to a triple theme:

I. New Roads for a Better World of Tomorrow — Restructuring
Capitalism versus Restructurmg Socialism;
II. Methodology of Sciences and a Bridge to the Arts, Letters and
 Humanities; and
I1I. Socio-Economics for Developed and Developing Countries, in Theory
and Practice, under Equilibrium and Disequilibrium Conditions.

Enguiries should be sent to:

Professor Anghel N. Rugina
President of ISINI
145 Moss Hill Road
S Jamaica Plain, Mass. 02130. USA




