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Terminology

* DATA MINING = exploratory modeling
(machine learning): finding relationships
between variables in data

* INFORMATION THEORY + graph theory
= Reconstructability Analysis (RA),
a.k.a discrete multivariate modeling (DMM)

« OCCAM = RA software for course

Projects
* All projects must use OCCAM

* Projects can either (a) use OCCAM alone,
or (b) use OCCAM + another data mining
method & compare results. (a) is standard
for this course. If you do (b), state-based
(sB) OCCAM analysis is not required

» Support of other methods is not part of this
course
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DMM section of MZ Selected Works:

resource for this course
https://works.bepress.com/martin_zwick/
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More information on RA

* Review articles on SW page & Canvas

— “Wholes & Parts in General Systems Methodology”
https://works.bepress.com/martin_zwick/52/

— “An Overview of Reconstructability Analysis”
https://works.bepress.com/martin_zwick/57/

» Krippendorff, Klaus (1986). Information Theory. Structural Models
for Qualitative Data (Quantitative Applications in the Social
Sciences Monograph #62). New York: Sage Publications (at PSU
Bookstore).

International Journal of General Systems
Kybernetes, Vol. 33, No. 5/6 2004: special RA issue

Past/present applications (some on oMM page)

 BIOMEDICAL
Gene-disease association, disease risk factors, gene expression,
health care use & outcomes, medical records (dementia, diabetes,
heart disease, prostate cancer, brain injury, primate health, surgery)
* FINANCE-ECONOMICS-BUSINESS
Stock market, bank loans, credit decisions, apparel analyses,
market segmentation
SOCIAL-POLITICAL-ENVIRONMENTAL
Socio-ecological interactions, wars, urban water use, rainfall, forest
attributes
* MATH-ENGINEERING
Logic circuits, automata dynamics, optimization, neural networks,
chip manufacturing, pattern recognition, decision analysis
+ OTHER
Textual analysis, language analysis

Relation to other methods

* RA related to log-linear methods, graphical
modeling, e.g., Bayesian networks, logistic
regression, etc., competitive with NN,
other machine learning methods

* RA is explicitly designed for exploratory
search & has unique features not available
in those methods

* RA is transparent: readily interpretable

Objectives & deliverables

ESSENTIAL GOALS

» To give you concrete experience of data mining
» To teach you to use OCCAM to analyze data

» To analyze your data

DELIVERABLE
e Report & presentation of your analysis

If you're ambitious, consider (this is totally optional!)
e Compare RA to another method
« Make your report into a conference or journal paper
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Course prerequisites

YOU HAVE DATA TO ANALYZE of a type
suitable for OCCAM (rectangular, adequate
sample size)

Some knowledge of probability/statistics

Discrete Multivariate Modeling (DMM, SySc 551) NOT prerequisite.
DMM will probably be taught in academic year 2022-2023.

DMIT presents only theory needed to understand OCCAM output

Software tool: OCCAM: dmit.sysc.pdx.edu

OCCAM server

dmit is the OCCAM server for this course;
openly accessible over the web

If class overloads dmit, another server will
be made available

OCCAM is now open source; at
https://github.com/occam-ra/occam
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OCCAM initial screen OCCAM actions

file Edt Yiew Higteey Govkmaks Tock Help | 0, oo . .
- . e Search = exploratory modeling, examine
0 B & 0 inycphemiis LR many models, find best or good ones
c%j Portland State (OCCAM actions Search, SB-Search)
UNIVERSITY
QGG ..crs10 — s 00010 « Fit = look at one model in detail & use for
Do Search Do 58=Search Do Fit Do S8-Fit I Do Compane . . . . .
o P et ot prediction; confirmatory modeling
(OCCAM actions Fit, SB-Fit)
Compare: specific to one PhD project
Show log, Manage jobs: managerial functions
13 14
RA model types ws) RA model types ()
* Models are * Variable-based
— Variable-based (VB), or —loopless many variables COARSE
ABC:ABz simple prediction, feature selection
— State-based (SB) FAST
— with loops up to 100s variables FINE
e A VB or SB model ABC:AZ:BZ better prediction, detailed analysis
SLOW (exercise caution in runs)
—Is loopless, or .
« State-based < 10 variables ULTRA-FINE
—Has loops -- usually W’ loOpS best (most precise) prediction
ABC:Z: A;Z:B,Z, V.SLOW (exercise super caution)
15 16
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RA model types @) What a model is

*« Some models:

data

—— ABC:ABZ VB loopless
_ —_— ABC:AZ:BZ VB with loops
Complexity P ——
(degrees of - — ABC:Z: A, Z:B,Z, SB (usually with loops)
freedom) —
— » A model = set of relations, separated by colon “:"
- » Relations are predictive (ABZ) or not (ABC =“Iv")
independence - P—
- , » Multiple predictive relations must be integrated
Models: Variable-based State-based
No | With | ULTRA-FINE L . - T
COARSE FI;\tlE oops » Arelation is a joint probability distribution
17 18
Lattice of models OCCAM search (VB, SB) input page

&3 Portland State

* Top model = data = “saturated model” = most
complex, e.g., ABCZ

» Bottom model = “independence model” = least
complex
— With IV | DV distinction (directed): ABC:Z
— Without IV | DV distinction (neutral) : A:B:C: ...
— Or, bottom could be uniform distribution
e Search up from bottom, or down from top,
— Or up/down from some other model

 Starting model (& search direction) VS. reference model

19
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Variables & cases

» Variables: so far up to about 500 IVs
Need at least 5
Best is bigger, but not too big (>10, <100)
IV/DV (input/output) distinction: directed
No distinction: neutral ThiS course: directed only
» Will usually (not aiways) name the DV “Z” (or “X")

 Cases (sample size): so far up to 6.5 x 10°
Need at least 100
Best is bigger, but not too big (>1K, <<1M)

21

Data (e.g., Ivs=AB,C; DV =2)

» Contingency table or  No frequency, just

frequency (A;,B;,Cy,Z) cases X variables

freguency A|B|C |z
Ao | Bo| Co| Zo |13 caser | Aol Bo| Co| Zo

Ao |Bo]|ColZi| 2
2ol Bol Cil Zo] @ case; | A1 | B2 | Cs| Zs

Ao|Bo|Ci]|Zi |11

casen | Ao | Bo | Co | Zo

» Cases = individuals, instances, time or space values
» Variables = IVs & DV are nominal

If continuous, bin (e.g., with Excel binning program)

(In variants of standard RA, DV can be continuous)
22

Sample input file: weisdorf.txty or demos1)

23
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Preparing an OCCAM input file

« Include all variables you have (you can always tell
OCCAM to ignore some); make DV the last variable

* In binning variables (by yourself or with utility program), 3
bins is a reasonable default, but it's better to use
more bins (e.g., 12) since you can rebin (aggregate bins) on
the fly in the OCCAM input file; see Appendix of OCCAM manual on
rebinning

« Code missing values as “.”

» Use comments “#” in input file

24




OCCAM search output (s OCCAM search output (24

» Search many models: select
best w (‘width’) models at each of | ‘levels’

N\,
ALY
‘\\\\V////

e Output all selected w*l models Upwards
search,
increasing

i complexity,
 OCCAM summarizes the best of these width=4,
evels=.
Independence model
25 26
OCCAM search Output (314) Search Output for weisdorf.txt

VB models WIthO_Ut |00pS (search sort on bic)(demo#1)

* OCCAM summarizes:

» Of width*levels models found in search, it
indicates the best three by different criteria:
— (i) highest ABIC
— (ii) highest AAIC
— (i) highest information with OK p-values

(both cumulative & incremental)

27
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Sample input file: dementia05.txt (for demox2.#3)

oSy data 20 June 2012
= of variable I r3lZ245379
&

etords with m var © o
fzsing
dara
Sinitn APt cENDER  EDU a . “ e o . . & W )
1 o o z z p 1 o 1 x 2 1 1 2
o o : 1 o : 2 1 1 1 b 2 2
a 1 : 1 : 1 ' a 1 1 : 1
a & 3 H 3 3 i ' h 3 1 3 o
o 1 a z 2 2 o o 1 1 1 :
o 1 H 3 i H i 1 a 1 p 3 i
o o z 2 2 1 1 z o a o rs
o o 1 2 1 2 1 1 r [ o rl T
@ 2 & < r & Q 1 1 Qo e s
o o F 2 2 2 o 1 1 F- 2 2
o 1 z 2 o 2 1 1 1 1 1 2 2
H o H H 1 H 1 i a 1 i H :
i i z H H H i @ 2 ] i H @
o o : F H 1 a ] 1 I F 1
o 1 3 F o a H @ o 1 F o
a H E: H H 1 a a H 1 o 29

Search output for dementia05.txt

Search output (4/4)

Goodness measures for best models
selected using BIC, AIC, p-value criteria:

* Reduction of DV uncertainty %AH(DV | IV),

* Model complexity, df (degrees of freedom)

* Predictive accuracy: %correct

31
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Search output for dementia0s.txt

Models selected by BIC/AIC/p-value (sort on info)

Criterion model %AH df %c
BIC IV:ApZ:EdZ:CZ 14 5 70
p-value IV:ApZ:EdKZ:CZ 18 14 71
AIC IV:ApZ:EdCZ:EdKZ:LZ 20 20 72

SB BIC IV:Ap,Ed,Z:Ap,Z:C,z.z 14 3 70

IV = ApEdCKL... (all independent variables)

32




OCCAM Fit (vVB, SB) |nput page

e k4R

[ [ —

06 Saarch asmmencn  Spart oo sat | o0 compare |
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Fit output

* A model is a calculated conditional
probability distribution, p,,oqe/(DV | IV),

€.0., Pascazez (Zi | A B;, Cy)

* Predict DV (Z) from IVs (A,B,C), using this
conditional p distribution (stochastic)

Fit output for dementia05.txt
model 1V: ApZ EdZ:CZ (has Ioop) (demo#3)

I

o iw
HAROE,

state for the Model IV:ApZ:EdZ:CZ.

™ Data
obs. pIOVIIV]
2 Fraq =0 pl=arging
(] 6.000 33.33 LR

L.o00 0.0

&E.000 E3.EI
2.000  0.000 100,00

5.000 20.000

1
1

| 424.000 82.123
| freq 20

pimargin]

* Bule selected wsing the independence model. 35
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In put file for SB-search (for demoxa)
#Eifth test sec of oHsy data 20 June
scorrected transtor v tabre T raiotinare
sEarrected wranstorn of o0
#updated {sputed
WDRTeted vaF T and dropped recoeds with no var C dita
sadded stats on missing. Blank = none missing
snominal
)
Gender
Kducation
AgeLasTExam
Fe1AD1133
33818361 # missing 3
FiTI61528
Fs7aalTE
F36041827
& * minsing 2
51885444 * minaing
casecentrol
o= frequency
.mlm soc  oONR fo M A [ c [ K ¥ o " 3 K
v 2 F: i 1 3 1 H H i 1 H 13
i o 3 1 o z E o 1 1 1 2 H o
0 1 2 1 H H i 1 o 1 1 1 1
o o 3 : H H 1 1 1 H 1 o H
o 1 o : H H : a 0 1 1 3 7
0 1 z H 1 H 1 1 0 1 1 i i
o - 3 H H H 1 1 2 - ] H -
o o 1 : 1 H 1 1 2 o o 2 o
o o 2 3 : ] 2 a 1 1 a H o
0 [ 2 2 H H 2 a 1 i 2 ] o
o 1 3 E; o H i 1 1 1 i H o
0 o : E 1 H 1 1 o 1 1 5 R
1 1 H z o H 1 a 1 o 1 o 3
o o 2 : z H 1 a o 1 1 1 1
] 1 H : 0 o H 0 ] 1 1 o 236
o o 2 : H 1 i a o H 1 o H




SB-search output

» Example of a best model from SB-Search:

Best model by BIC criterion
IV:Z: ApOEdOZ . Aplz . CZZ (note interaction effect)

For this data, get about same uncertainty
reduction & %correct, but 2 df simpler

In other data often get higher uncertainty
reduction & %correct for about same df

38

SB search output (emoxs)
level B F dLE Alpha  Inf WH(DV) dMIC  dBIC  Inc.Alpha Prog. ®C{Data) ®cover
5 43397 5 #6.7978 0.0000 (.95071864 14.7861 7€.797% 56.5401 0.034¢ 12 £9.5755  100.0000
5 43306 5 #6.2578 0.0000 L1 7.2 56.0091 0.1337 12 70,0472 100.€000
5 43306 5 10 0.0000 55.9923 0.1362 13 £9.5755  100.0000
4 4,313 4 36 0.0000 §0.3697 0.0337 9 £9.5755  100.€000
4 43044 4 £4.0051 0.0000 7€.005. 59.8062 0.1044 10 £9.5755  100.0000
4 4,3351 4 #3.6256 0.0000 7E.6256 59.4266 0.0567 8 £9.5755  100.€000
3 4,380 3 #1.3650 0.0000 7£.3650 63.2158 Z 7 £9.5755  100.0000
3 3 #0.0645 0.0000 74.0645 61.9153 6 £9.5755  100.€000
3 79,9909 0.0000 L5265 7:.990% 61.8417 1 £9.5755  100.0000
2 §8.0475 0.0000 64.0475 55.9480 0.000C 4 £9.5755  100.€000
2 £7.1062 0.0000 62,1062 2 £6.9811 100.€000
66,4733 0.0000 4 £9.5755  100.€000
5§1.0010 0.0000 45.0413 0.000C 1 £6.9811 100.€000
3 IViApIC2Z:Z 37.9865 0.0000 31,9367 0.000C 1 £2.2642  100.0000
2+ IViRplEd2027:7 1 35.4733 0.0000 29.4236 0.000C 1 58,7264 100.0000
1 Iz 0 0.0000  1.0000 C. 2.0000 0.000C 0 52.1226 100.€000
ID MOIEL level B dDF dLE Alpha  Inf BdH(DV) dAIC dBIC Inc.Alpha Prog. #C{Data] Bcover
Best lodel(s) by dBIC:
10* IV:ApIE40Z:Apli:C2Z:Z 3 4.338¢ 3 81.3650 0.0000 (.89121192 13.8606 75.3650 63.2158 0.000z 7 £9.5755  100.C000
Best lodel(s) by dAIC:
16  IV:ApJE40COZ:RpOEA2C27:RAD0E0Z:Ap1Z:C2IZ 5 4.3397 5 86.7978 0.0000 (.95071864 14.7861 7€.7978 56.5491 0.034¢ 12 £9.5755  100.C000
Best lodel(s) by Information, with all Irc. Alpha < 0.05: 37
13* IV:Ap)E42C27:RApOEA0I:RplZ:C27:2 4 4.3332 4 84.5636 0.0000 (.92630198 14.4063 7€.5686 60.3697 0.0337 9 £9.5755  100.C000
» Time series analysis
¢ Continuous DVs (not for this course)
* Set-theoretic data (not for this course)
 Validation (training-test data splits)
* Inter-method comparison
39

Time series analysis
Can similarly do spatial (e.g., GIS) analysis

A|B|C A| B Cc U|VIW|[X]Y |Z
t-3]-- ||~ 0] 1 2 il Bl el e e
t-2]--|--]- 3| 4 5 0[1]2|3|4]5
t1|[U[V W 6 | 7 8 3|4[5(6]7]8
t [ X]Y]|Z 9 |10 ] 11 6/7]8]9]10]11

mask original data transformed data
(numbers label XYZ(t) = ABC(t)
variables) UVW(t) = ABC(t-1)
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Enhanced RA (for directed systems)

(Totally optional for this course)

Validation: training/test data splits
or 3-way splits; 5- or 10-fold validation

Comparison with other data mining methods
e.g., Logistic Regression, Support Vector Machines,
Bayesian Networks, ...

41

bold =

RA framework (1/2)

typical RA use; blue = in OCCAM; red = other pgms

1. VARIABLE |nominal (discrete: binary or multi-valued)

ordinal (discrete)

quantitative (bin continuous values for IVs)

2. SYSTEM directed (deterministic/stochastic) (supervised learning)
neutral (unsupervised learning)
3. DATA Information-theoretic (IRA)

frequency/probability distribution

function ( ‘k-systems’ & ‘u-systems’ RA)

set-theoretic (SRA) mapping, relation

42

RA framework (2/2)

bold = typical RA use; blue = in OCCAM; red = other pgms

4. PROBLEM reconstruction (decomposition)

confirmatory

exploratory

exhaustive (look at all models)

heuristic (search lattice of models)

identification (composition)

5. METHOD variable-based (VB)

state-based (SB)

latent variable-based (LVB)

43

Questions?

LOOKING FORWARD

TO AN EXCITING, CHALLENGING, &

PRODUCTIVE COURSE !!

a4
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