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I thus arrived at the overall concept which guided my studies: for both 
matter and radiations, light in particular, it is necessary to introduce the 
corpuscle concept and the wave concept at the same time.

- Louis de Broglie, 1929
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Modern Physics

waves or 
particles?

How come 
they are 
characteristic 
of atoms?

How come we can’t 
derive this from 
Maxwellian waves?

then applications, 
PH 312

the correct theory of matter 
at lastJ.J. Thompson (1987) electron

. .
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5.1: X-Ray Scattering
 1912, Max von Laue suggested that if x rays were a form 

of electromagnetic radiation, interference effects should be 
observed.

 Crystals act as three-dimensional gratings, scattering the 
waves and producing observable interference effects 
shown a few months later experimentally.

Experiments and first 
theory 1912, Laue 
equations = 3D version 
of Bragg equation, 
kinematic theory of X-
ray diffraction, Nobel 
prize 1914

Kinematic theory 
only single 
scattering
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1912



Laboratory  based single crystal diffractometer 



This is actually a 
quasicrystal, you can tell 
from the 10 fold rotation 
symmetry

The image is a flat section 
through reciprocal/Fourier 
space

As a Fourier transform is a 
good mathematical model 
for the diffraction of X-rays 
by crystals (most ordinary 
condensed matter) and 
quasicrystals (some 
extraordinary condensed 
matter) 
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Bragg’s Law revisited

 William Lawrence Bragg (son) interpreted the x-ray scattering as the “specular 
reflection” (constructive interference) of the incident x-ray beam from a unique 
set of planes of atoms within the crystal.

 There are two conditions for constructive interference of the scattered x rays: 

1) The net plane spacing is 
so that a path lengths 
differences arise for the 
incoming beam that must 
be an integral number of 
wavelengths. 

2) Angle between incoming 
and reflected beam must 
then be 2Θ

3) Only as a byproduct of (1) 
and (2) the angle of 
incidence equals the angle 
of “reflection”

 Bragg’s Law:
nλ = 2d sin θ
(n = integer)

λ = 2dHKL sin θ
Miller indices hkl, Laue indices HKL
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 Bragg spectrometers (invented by Wilhelm Henry 
Bragg, father) to measure X-ray wavelengths by 
scattering from crystals. The intensity of a diffracted 
beam is determined as a function of scattering 
angle by rotating the crystal and/or the detector. We 
have seen it used in the Compton experiment

 When a monochromatic beam of X rays passes 
through the powdered crystal, the dots become a 
series of rings.

The Bragg Spectrometer

Powder diffractometry is the most important usage of X-rays 
in industry and possibly for mankind
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5.2: De Broglie Waves

 Prince Louis V. de Broglie suggested that massive particles (i.e. 
matter) should have wave properties similar to electromagnetic 
radiation.

 The energy can be written analogous to photons

 The wavelength of a matter wave is called the de Broglie 
wavelength (by special relativity there is always a moving observer) 
so that:

I thus arrived at the overall concept which guided 
my studies: for both matter and radiations, light in 
particular, it is necessary to introduce the corpuscle 
concept and the wave concept at the same time.

- Louis de Broglie, 1929
What applies to mass 
less particles E = pc = 
hf, i.e. photons, also 
applies to massive 
particles – quite strange

We have a second 
equation for momentum of 
a massive particle in 
addition to p = mv
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http://usatoday30.usatoday.com/tech/science/genetics/2008-05-08-

platypus-genetic-map_N.htm, Ornithorhynchus anatinus, platipus

“Australia's unique duck-billed platypus is part bird, part reptile and part 
mammal according to its gene map. 

The platypus is classed as a mammal because it has fur and feeds its 
young with milk. They hatch from eggs. It flaps a beaver-like tail. But it also 
has bird and reptile features — a duck-like bill and webbed feet, and lives 
mostly underwater. Males have venom-filled spurs on their heels.”

khp  
for all quantum 
mechanical 
particles, not just 
photons

platypus
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Bohr’s Quantization Condition / standing waves

 Bohr’s crucial assumptions concerning his hydrogen atom model was 
that the angular momentum of the electron-nucleus system in a 
stationary state is an integral multiple of h/2π.

 One can justify this by saying that the electron is a standing wave (in an 
circular orbit) around the proton. This standing wave will have nodes and 
be an integral number of wavelengths. 

 The angular momentum becomes:

Which is identical to Bohr’s 
crucial assumption

Linear momentum is quantized as well, how come ? because total 
energy is quantized in bound systems !!
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The important new physics is that the electron is some kind 
of a standing wave that reinforces itself while orbiting the 
proton, circumference circle 2π r

If the wave is along the circumference of a 
circle, that works, but there are many other 
possible scenarios

for all higher harmonics,  2, 3, 
…walls need to be apart 
distances wn = n2 2π a0

While this model is aesthetically less pleasing, it gives the very same predictions as the 
Bohr model, so is for physics just as good, linear momentum is quantized here

22 w2

32 w3

42 w4

2π

12 = w1
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Bound system, particle in a box, it persist to exist, does not 
blow up, does not disappear by some miraculous process, is 
always there going back and forth between the walls, won’t 
stand still

So a “charged wave-particle thingy in a set of boxes model” makes the 
same predictions, we only need to fix the widths of the boxes to certain 
values of a certain constant and quantum jumps are then from one box to 
the next. 

The features of this model are that De Broglie’s equation is valid, we have 
standing waves, and integral number of waves need to fit into the box in 
order to make them a standing wave, with that we have linear momentum 
and kinetic energy quantized, no need to consider any potential energy, so 
total energy is quantized – isn’t that great and ridiculous

Since this model is in agreement with experimental evidence, it has just as 
much predictive power as the Bohr model (but disagrees with Rutherford’s 
experiment)

can claim to be just as right (or just as ridiculous) as the Bohr model - for 
the purpose of explaining spectral lines - with the electron (particle) going 
around the positively charged nucleus (another particle) in a circle
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Several 
tens of V, 
so low 
energy 
eV

Any experimental evidence? 
sure in abundance

5.3: Electron Scattering/Diffraction
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Between incident beam and 
reflected beam, there is 
always 2Θ, the glancing 
angle, with Θ as Bragg angle

Low energy electrons go only a 
few atomic layers deep
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As the energy of the electrons is 
so low, resulting in speeds 
much below 1% of c, we can 
use classical physics for 
momentum for these particles 
with mass, (many GeV to TeV in 
accelerators are relativistic 
particles)

Rows of atoms act as surface grating, note that this is not W. L. 
Bragg’s diffraction equations, but the same kind of effect

Note that this d is not a net 
plane spacing, it’s one of the 
shortest distances of the 2D 
surface arrangement of atoms

2D surface grating
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 Davisson and Germer experimentally observed that electrons were diffracted 
much like x rays in nickel crystals, just trying to continue with prior research, no 
knowledge of De Broglie’s hypothesis at that time

 George P. Thomson (1892–1975), son of J. J. 
Thomson, knew about De Broglie’s hypothesis 
and set out to prove (or disprove) it, build the first 
high energy electron diffraction camera

 reported seeing the effects of electron diffraction 
in transmission experiments. The first target was 
celluloid, and soon after that gold, aluminum, and 
platinum were used. The randomly oriented 
polycrystalline sample of SnO2 produces rings as 
shown in the figure at right.

Nobel prize 1937

D = d/sin 

sin γ = sin (180 – γ)
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D = d/sin 
2φ = 4 = 2 (90º - Ɵ)

sin 2φ = sin 180º - 2Ɵ

λ = 2dHKL sin ϴ
Bragg equation
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the technique is now known as low energy 
electron diffraction (LEED) and a valuable 
surface characterization tool that needs ultra 
high vacuum for clean surfaces

When acceleration voltages are small, we can get 
away with the non-relativistic expression for KE, 
EK
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Bragg equation, typically Θ, between primary 
beam and diffracted beams always 2 Θ

particle

wave

energy 
balance

camera lengths, l

r3

By measuring rn and knowing l one can determine the ratio /d, 
characteristic of the crystalline material !!! But why are there rings??

either l >> rn 

or flat screen 
(both in TEM)
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TEM

SEM

Typical acceleration voltages are 
hundreds of thousands of eV

Typical acceleration voltages 
are tens of thousands of eV
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Is there something very 
important missing in 
these images ???
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Alternatively, one may give the magnification, but it is “bad 
taste” in the community of electron microscopists

dead spider with a thin 
coating of Au in order to 
make it conductive for 
better image contrast
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http://en.wikipedia.org/wiki/File:SEM_Zoom.ogg

The video starts at 25x, about 6 mm across the whole field 
of view, and zooms in to 12000x, about 12 μm across the 
whole field of view. The spherical objects are glass beads 
with a diameter of 10 μm, similar in diameter to a red 
blood cell. 

Magnification of a couple of hundred thousand times are possible
with modern SEMs
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world’s first ever 
SEM (with 
transmission 
capabilities, so 
also a STEM)

Count Manfred 
von Ardenne, (the 
red baron), 1937

No academic 
affiliation, private 
laboratory, partly 
sponsored by the 
German post 
office as part of 
the development 
of television 

Commercialized 
as late as 1965 
in England, later 
on in Germany 
and many other 
manufactures 
including FEI



Table top SEM, 350,000 x, 15 keV, with inbuilt spectrometer for 
characteristics X-rays
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Tomography: 
http://en.wikipedia.org/wiki/Transmi
ssion_electron_microscopy
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Logo of the Springer-Nature on-line journal
“Advanced Structural and Chemical Imaging”

combines an atomic 
resolution Z-contrast image 
of a grain boundary in Eu-
doped SrTiO3 with an in 
situ image of FtsZ type 
filaments (proteins) of 
Arabidopsis thaliana
wrapped around. 

the spacing of Sr atoms is 
approximately 0.4 nm. The 
frieze group of the grain 
boundary is p11g
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Electrons are about 2,000 times lighter 
than neutrons, to have a wavelength 
that is suitable for diffraction on crystals, 
they need to have the same (or more) 
momentum as these neutrons, i.e. much 
higher speeds, in electron microscopes 
they are at relativistic speeds
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de Broglie equation for special relativity

No special relativity 
needed

an alternative formula for the de Broglie wavelength derived from special 
relativity and insights from the analysis of the Compton experiment

= γ-1

where γ is the 
Lorentz factor

Note the 
scaling in 
powers of 10 
on y and x, 
could also be 
a log10 scale



32
So protons of sufficiently high energy are diffracted by the internal 
structure of the nuclei, the higher the energy the smaller the length scale

Rutherford’s α-particles 
had energies on the 
order of magnitude 5 
MeV, experiments are 
now done with GeV 
particles, so 200 times 
more energy

Will they behave “more 
like” bullets or waves?
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 Classical waves and light can be represented by a wave function. A 
1D sinusoidal wave traveling to the right (positive x-axis) with time is 
represented by

 This is a solution to the wave equation (time dependent Helmholtz 
equation in Europe)

 Define the wave number k and the angular frequency ω as:

 The wave function is now: Ψ(x, t) = A sin (kx − ωt).

5.4: Wave Motion

and

The really great thing is that any wave needs to 
be a solution to this equation, can be derived 
from Newton’s laws in case of classical waves

expression in [ ] must be dimensionless

Wave-number Angular frequency
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Wave Properties

 The phase velocity is the velocity of a point on the wave that has a 
given phase (for example, the crest) and is given by

 A phase constant Φ shifts the wave:

.

A sinusoidal wave represents a 
free particle, not part of a system, 
not bound to anything, basically 
the only particle in the whole of 
the universe, a model, but good 
approximation for many purposes

ω = 2π f

Φ in radian, 360° = 2π rad

Phase shift of π/2 
changes sine into 
cosine
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Ψ1+2 (x, t) = A {cos (kx − ωt) + sin (kx − ωt)}

Ψ1(x, t) = A sin (kx − ωt)

Ψ2 (x, t) = A cos (kx − ωt)

are both 
solutions to

Since this is a linear equation, 
the sum of two solutions will 
also be a solution, constant 
factors do not matter either

Ψcomplex (x, t) = A {cos (kx − ωt) + i sin (kx − ωt)} solves both 
the time dependent Helmholtz equation and the Schrödinger 
equation which is in its time dependent form also complex 
(and linear as well), next section of the course, quick glance

That’s all fine for traveling classical 
waves and light, but

Wave function for traveling matter waves need to be 
complex, standing matter waves are real by superposition

+

)sin()cos()( tkxitkxe tkxi  
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Principle of Superposition of waves

 When two or more waves traverse the same region, they act independently 
of each other. 

 Combining two cos waves with very similar frequency and wave number 
yield

 When many more waves are combined, the phase of the wave oscillates 
within an envelope that denotes the maximum displacement of the 
combined waves.

 When combining (infinitely many) waves with different amplitudes and 
frequencies and wave numbers, a pulse, or wave packet, is formed which 
moves at a group velocity:                

ugr = Δω / Δk.

Details in the following slides

Superimposing many many different 
sinusoidal waves

cos
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Superposition of many different 
sinusoidal waves to a blob, which 
represents a particle, this blob 
travels with the group velocity = 
velocity of the particle that it 
represents

y is just amplitude, not a space dimension, as we have a 1D wave (x,t) 
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Group velocity and phase velocity are 
different, a wave group moves with the group 
velocity – which de Broglie showed to be the 
same as the velocity of the particle v0

The waves that form the pulse have a wide range of phase velocities, wave numbers, 
intensities, angular frequencies.
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Phenomena of beats, two superimposed waves

small if waves 
are similar

large if waves 
are similar

high low
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Mathematical uncertainty principle for the scenario of beats

For infinitely many waves 
with enormously range of 
frequencies and wave 
numbers, we get these 
mathematical uncertainties

de Broglie

Planck-Einstein

Note that this is a function of 2 variables
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1 xkx dx
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 Loosely speaking,

 These integrals are reciprocal-”symmetric” to each other, obviously 
ex times e-x = e0 = 1

 because f(x) and a(k) are reciprocal to each other we speak of direct 
or physical space and reciprocal of Fourier space (sometimes 
diffraction space)

https://www.youtube.com/watch?v=MBnnXbOM5S4

A mixture of maths+physics+entertainment, a whole visual series:
3Blue1Brown channel  

Visualization Fourier transform: 
https://www.youtube.com/watch?v=spUNpyF58BY&t=12s

Fourier series
https://www.youtube.com/watch?v=r6sGWTCMz2k
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1 t
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1 kx multiply with 

  kx what is k ?   it is actually p why?

because


2
k and with de Broglie kp 

leading by differentiation and expansion to deltas kp   so  px

1 t multiply with 

  t what is  ?   it is actually E

f  2 E

 E  Et

why? , because 

and with Plank-Einstein

leading by differentiation and expansion to deltas so

GREAT out of two mathematical uncertainties, we derived 
by physical interpretation of a matter wave pulse (using de 

Broglie and Planck-Einstein) Heisenberg’s uncertainty principle
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1 xkx

1 yky

1 zkz

1 t

 E
ddE  

 E

xx kp 

xx dkdp 

xx kp  

yy kp 

yy dkdp 

yy kp  

zz kp 

zz dkdp 

zz kp  

 xpx

 ypy

 zpz

 tE

Mathematical 
uncertainties

Heisenberg's 
uncertainties

Modern physics backed up by experiments
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 A Gaussian wave packet may approximate the envelope of a certain
pulse wave.

 The group velocity is .

Gaussian Function and wave packet



Fourier transform of Gaussian or normal distribution function, (zero mean 
and standard deviation σ).

which can be rewritten as

Finally this can be shown to give

which is also a Gaussian distribution with zero mean but with standard 
deviation equal to 1/σ, i.e. σω σt = 1

The narrower in time a pulse is, the greater the spread of its frequency 
components. That’s again the mathematical uncertainty principle.
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for the ideal of a Gaussian wave packet only

There can be three components of vector p in 3D, so three times 
(5.31)

The uncertainty principle has actually nothing to do with 
measurements, repeated measurements won’t do you any good, it is 
loosely speaking a systematic rest error that nobody can correct, just 
nature is at the quantum level a bit fuzzy, doesn’t behave as we are 
used to from classical physics for large objects.
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One billion years ≈ 3.154 1016 seconds
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Probability of finding a particle at a certain 
point in space and time, modification of same slide will be 

shown later on again

 The “square” of wave function determines the likelihood (or 
probability) of finding a particle at a particular position in space at 
a given time.

 The total probability of finding the electron is 1 (or 100%). Forcing 
this condition on the wave function is called normalization. 






 somethingdytyty ),(),(*

If wave function is normalized !!

),(1),( ty
something

tynormalized 

dy for no particular reason, it’s just 1D dx, (in 3D space with time 
separated (not 4D) as the particle doesn’t move very fast)
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Probability and square of Wave Function

 The square of wave function determines the likelihood (or 
probability) of finding a particle at a particular position in space at 
a given time.

 The total probability of finding the electron is 100%. Forcing this 
condition on the wave function is called normalization. 

Nobel Prize 1954 to Max Born: “"for his 
fundamental research in quantum 
mechanics, especially for his statistical 
interpretation of the wave function"

Normalization sets a scale to all 
further calculations …

dy for no particular reason, it’s just 1D dx
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http://www.nobelprize.org/nobel_prizes/physics/laureates/1954/born-lecture.pdf

“somewhere here” at a cemetery 
of Göttingen/Germany are the 
remains of the GREAT Max Born 
and his lovely wife

Classical physics pq – qp = 0
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…
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…

… …
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…

The two Nobel prize papers mentioned above.
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Dispersion

 Considering the group velocity of a de Broglie wave packet yields:

 The relationship between the phase velocity and the group velocity is    

 Hence the group velocity may be greater or less than the phase 
velocity. A medium is called nondispersive when the phase velocity 
is the same for all frequencies and equal to the group velocity.

All matter waves are dispersing – they do not need a medium to 
travel in, it’s simply a consequence of the uncertainty principle, a light 
pulse in vacuum does not disperse, a light signal in a glass fiber does
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5.5: Waves or Particles?

 Young’s double-slit diffraction experiment 
demonstrates the wave property of light.

 However, dimming the light results in 
single flashes on the screen 
representative of particles.

Wrong !
L>>d, 
far field

Same applies to particles with mass !!!!
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Electron Double-Slit Experiment

 C. Jönsson of Tübingen, 
Germany, succeeded in 1961 
in showing double-slit 
interference effects for 
electrons by constructing 
very narrow slits and using 
relatively large distances 
between the slits and the 
observation screen.

 This experiment demonstrated 
that precisely the same 
behavior occurs for both light 
(waves) and electrons 
(particles).
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http://en.wikipedia.org/wiki/Double-slit_experiment
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For any wave, 
the local 
amplitude 
squared gives 
the local 
intensity, number 
of constituent 
particles

Same applies in 
principle to wave 
functions

See also: http://en.wikipedia.org/wiki/Sinc_function

sinc function, is the Fourier transform of the rectangular function 
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a is widths of the slit,  is 
phase difference in rad
















2

2

2
max

)
2

(

)
2

(sin
)sin

2
(cos),,(),,(






 dIdaIdI

 sin
2
a






Superposition part

envelope

d

a, d, and λ have to be on a similar order, d >> a for 
easily observable diffraction effects
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 
 2
2

max

2

2
sin

),()(



 IaII 

 sin
2
a






where  phase difference, 
dimensionless

a slit widths, unit m

the “oscillating term” is 
also know as the square 
of a (cardinal) sinc 

function

a and λ have to be on the same order for easily 
observable diffraction effects 

distance slit to detector much larger than widths of slit, 
Fraunhofer (far field) diffraction pattern



Only one slit open
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














2

2

2
max

)
2

(

)
2

(sin
)sin

2
(cos),,(),,(




 dIdaIdI

path difference  and a (slit 
widths) as defined earlier for 
single slit; d distance 
between the two slits, for 
easy observation of 
diffraction, d and λ of the 
same order, also d >> a

 sin
2
a






d

Both slits open

Nope !
Not observed

If you don’t have information on which slit the particle went 
through, you have the interference pattern, ask Andres La Rosa
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 sin
2
a






(= 180 - )

)sin()cos()( tkxitkxe tkxi  

Matter waves are complex and have amplitude and phase, 
assume the same amplitude, but there is a phase difference

The waves spread 
out after the slit 
and interfere, the 
square of the 
amplitude after 
interference gets 
registered as 
individual particles

 sin222 abbac
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Which slit? – standard explanation

 To determine which slit the electron went through: We set up a light 
shining on the double slit and use a powerful microscope to look at the 
region. After the electron passes through one of the slits, light bounces 
off the electron; we observe the reflected light, so we know which slit 
the electron came through (we gained which-way information).

 Use a subscript “ph” to denote variables for light (photon). Therefore the 
momentum of the photon is

 The momentum of the electrons will be on the order of .

 The difficulty is that the momentum of the photons used to determine 
which slit the electron went through is sufficiently great to strongly 
modify the momentum of the electron itself, thus changing the direction 
of the electron! The attempt to identify which slit the electron is passing 
through will in itself destroy the double slit interference pattern.
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Since the 
uncertainty principle 
is really a statement 

about accuracy 
rather than 

precision, there is a 
non-classical kind of 

“systematic rest 
error” that cannot be 

corrected for

In classical physics 
this is simply 

ignored as things 
are large in 

comparison to 
electrons, atoms, 
molecules, nano-

crystals …
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 .

:

Scattering of the electrons (that come 
through the both slits) on a bunch of 
massive detecting particles, result  
destruction of the interference pattern

For more what is really going on. PH 411 Andres LaRosa
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The Copenhagen Interpretation
 Copenhagen’s interpretation of the wave function (quantum mechanics in 

its “final” and current form) consists of 3 (to 4) principles:

1) The complementarity principle of Bohr

2) The uncertainty principle of Heisenberg

3) The statistical interpretation of Born, based on detection 
probabilities determined by squares of wave functions

4) Bohr’s correspondence principle (for reasonable quantum mechanics ideas) –
doesn’t capture wave – particle duality, build bridge to classical physics, ad hoc 
quantization to explain the spectral lines of hydrogen-like atoms and +ions

 Together these concepts form a logical interpretation of the physical 
meaning of quantum theory. According to the Copenhagen interpretation, 
physics needs to make predictions on the outcomes of future experiments 
(measurement) on the basis of the theoretical analysis of previous 
experiments (measurements) 

 Physics is not about “the truth”, questions that cannot be answered by 
experiments (measurements) are meaningless to the modern physicist. 
Philosophers, priests, gurus, … can be asked these questions and often 
answer them. Problem: they tend to disagree … (and want to get paid)
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5.8: Particle in an infinitely deep Box

 A particle of mass m is trapped in a one-dimensional box of width l, but not under the 
influence of a force, so no potential energy

 The particle is treated as a standing wave. 
 The box puts boundary conditions on the wave. The wave function must be zero at the 

walls of the box and on the outside.
 In order for the probability to vanish at the walls, we must have an integral number of half 

wavelengths in the box.

 The energy of the particle is .

 As wavelengths and momenta are quantized, so will be total energy (which is all kinetic (as 
potential energy inside box is zero, infinity outside)

 A particle in a box will possess at any one time one of these discrete energies. Transitions 
between the energy levels are possible, if the particle is charged, these transitions are akin 
to the spectral lines of atoms.


hkp  
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Probability of finding the Particle in a certain region of 
space

 The probability of observing the 
particle between x and x + dx in each 
state is

Since there is dx, we need to integrate over 
the region we are interested in

All other observable quantities will be 
obtained by integrations as well.

 Note that E0 = 0 is not a possible 
energy level, there is no quantum 
number n = 0, so E1 is ground state 
also called zero point energy in a 
quantum oscillator

 The concept of energy levels, as first 
discussed in the Bohr model, has 
surfaced in a natural way by using 
matter waves.

We analyze the same model in the next chapter with operators on wave 
functions and expectation value integrals (that tell us all there can be known) 
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This formula was derived 
earlier, n = 1

Pretty good match 
for low n 

 xpx
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Something like that is 
often on exams, i.e. first 
taking differentials, then 
expanding into deltas 
for smoothly varying 
functions

 tE

By dividing 3rd with 

1st relation
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Much better to only use Bragg’s equation 
and remember that between primary beam 
and diffraction beam there is always 2Θ
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for Gaussians only

)sin()cos()( tkxitkxe tkxi  
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due to the 
uncertainty principle, 
we can only make 
statistical inferences
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Position-momentum Uncertainty, summary

 It is impossible to know simultaneously with arbitrary 
accuracy/precision, the values of k, p and x for a particle in a bound 
system. The wave number k may be rewritten as

 For the case of a Gaussian wave packet we have

for a Gaussian wave packet being a very particular case of “minimal 
extend in space and time” , we have as Heisenberg’s uncertainty 
principle:

A free particle has the very same probability density per unit length and 
time everywhere, so it can be found “everywhere/anywhere with the same 
very low probability”, but it can have any value of momentum and kinetic 
energy as it is not part of a bound system
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Energy - time Uncertainty summary

 Because we are uncertain of the exact position of a particle, for example 
an electron somewhere inside an atom (bound by potential energy), the 
particle can’t have zero kinetic and total energy

 A completely free particle being represented by a complex harmonic 
wave has no energy uncertainty

 The energy uncertainty of a Gaussian wave packet is

combined with the angular frequency relation

Energy-Time Uncertainty Principle: .

A bound particle (in a system must have quantized energy levels, with an 
energy uncertainty that depends on the life time of the particle in anyone  
state, similarly its kinetic energy and momentum are only knowable within 
the limits of the uncertainty principle … undisturbed ground state has no 
E, but still p as there is an uncertainty in location
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How does a particle ever jump from one energy level to another, it’s again the 
energy time uncertainty, all fields fluctuate statistically, the electric field being due 
to virtual photon (we cannot see them because the exist below the uncertainty 
principle limit) means that virtual photons of different sizes come into being out of 
“nothing” and disappear into “nothing”

http://en.wikipedia.org/wiki/Casimir_effect

“Because the strength of the force falls off rapidly with distance, it is measurable only 
when the distance between the objects is extremely small. On a submicron scale, 
this force becomes so strong that it becomes the dominant force between uncharged 
conductors. In fact, at separations of 10 nm—about 100 times the typical size of an 
atom—the Casimir effect produces the equivalent of 1 atmosphere of pressure 
(101.325 kPa, 1.01325 bar), the precise value depending on surface geometry and 
other factors.”

All allowed by the 
uncertainty principle, we 
never observe them, but 
they are there because 
we have measurable 
consequences of them in 
quantum electrodynamics 
(QED which has been 
tested to 1 part in 1012), 
e.g. e as we know it is the 
fully screened charge of 
the electron, at distances 
smaller than Compton 
wavelength of an electron 
charge (e) and α increase

better modern physics books such as Beiser mention this


