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My background in psychology trained me a bit deeper in statistical approaches –
this presentation will cover some of my (limited) insights 
Introduction

• Background: 
o Psychology, 
o Communication Science, 
o Business Administration / Supply Chain Management

Current:
• Assistant Professor in Supply Chain Management at the School of 

Business @ PSU

Few comments before we start:

• This will be a broad overview of different ways to analyze your data

• I am not a full-sledged statistician by training, so I will try to not anger the real statisticians 
too much ;)

• The focus will be on application and usefulness, less on the underlying requirements and 
steps to take, so I will short-cut some explanations. I can go in future presentations deeper 
into some of the approaches presented here
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We will focus on 4 different ways to analyze interactions for continuous data – I will 
not take into account more complex designs, such as time-lagged designs etc. 
Intro

Part Focus on

1 “Standard” multiple regression interaction analysis

2 Polynomial Regression with Response Surface Analysis

3 SEM Multi-group analysis (MGA)

4 Qualitative comparative analysis (QCA)

5 Discussion – other ideas?
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This is a simple representation of an interaction – in one way or the other, we are 
discussing variations of this today
Introduction

Model for moderator effect

Predictor

Moderator 

Dependent 
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Also, more complex models are possible, including also more predictors and 
moderators – I try to not make it too complex

Model for interaction effect

Predictor(s)

Moderator(s) 

Dependent Predictor(s)

Predictor(s)

The Moderator affects the relationship between the predictor(s) and the dependent 
–

Yet also combination of interactions between multiple variables are possible (more about 
this later)
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Interactions in 
“standard” multiple 

regression

1
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In a basic interaction analysis, we want to assess how a third variable influences 
the relationship between two other variables
Basics of interaction analysis

Moderator in a regression
Moderator effect =
• variable Z affects the (direction and/or strength) of the effect of X on Y, or

• Effect of X on Y depends on the level of Z.

• Corresponds to an interaction effect of X and Z
(= X * Z) on Y

In a standard OLS regression, can be represented as:
• Y= a + bX + cZ + d X*Z
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A simple example of a standard OLS regression analysis involving interactions –
variations of this are also possible for path modelling (like Lisrel)
Regression

Education 

Income Age

Gender
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This is an example of Age and Education influencing Income

Example (numbers are made-up)

Age

Education
Gender

Age x Gender
Age x Education

income
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When visualizing an interaction, a Figure like this can be created

Visualization of the result

Age (X)

Income (Y) High education 
(Z = 1)

Low education 
(Z = 0)
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There are plenty of options for performing a “standard” OLS interaction analysis

Software packages and remarks

Software solutions:
• Excel
• Almost any statistical software

Remarks:
• I presented this to get get everyone on-board with the standard analysis (most of us should know)
• It gives some meaningful insights
• More advanced methods are available
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Polynomial Regression 
and Response Surface 

analysis

2
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Polynomial analyses with response surface analyses helps us to assess 
interactions in new ways. This is one of the applications
Beyond simple interactions
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In this paper, we wanted to assess whether dependency is always bad – are 
suppliers unhappy when being dependent on a buying firm? 
The problem – how to study dependency?

Traditional approaches to measure / model
dependence between parties used to be:
• the algebraic difference between

dependencies (Joshi, 1998; Yilmaz and
Kabadayi, 2006)

• the average or the sum of these
measures (Gundlach and Cadotte, 1994)

• or use spline scores (Gulati and Sytch,
2007; Kumar et al., 1995)

 Each of these approaches reduces
variation or does not show the full picture

 Solution: polynomial regression with 
response surface analysis (Edwards, 
1994; Shanock et al., 2010)

 It also includes two non-linear effects
(X2 and Y2) rather than only an
interaction term (cross product XY)
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We collected dyadic data and performed a polynomial regression to model the 
effect of dependence – all variables were continuous
Multiple regression as basis

What would be 
the conclusion 
here?
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The data from the regression and additional covariance data was then imputed into 
a special excel file (from Shanock et al., 2014)
Step 2 of the analyses

I recorded two videos to guide these analyses steps in SPSS – however, take care that the tools in R might 
be more sophisticated: 
Discrepancy test / Step 1:  https://youtu.be/_TbeXxhz8Kc 
Analyses steps / Steps 2-5: https://youtu.be/jeqVy7PdhUw
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The final result showed a 3D 
model of the interaction
Results of the analyses

 The results are very 
different from what 
we would have 
expected from the 
simple negative 
interaction of X and Y
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SPSS and R are quite commonly used for this type of analyses – yet the question 
remains whether more complex analyses are possible

The response surface analyses analysis I presented is one version of it performed via SPSS. 
Common software solutions 
• SPSS regression in combination with the Excel of Shanock et al. (2014).
• R-Package - Response Surface Analysis (RSM)
• R-Package - Response surface analysis (RSA)

Potential other platforms that seem to support RSA (I did not assess them in detail)
• SAS/STAT (RSREG Procedure)
• Matlab
• Stata
• Python

Critical remark:
• It gives more insights than “standard” OLS interaction analysis
• A methodological reviewer at Journal of Management criticized the method – asking for more 

accurate modelling of the response surface, being able to identify areas of significance. 
• I am not yet aware of any more sophisticated analyses already existing “as is” without 

substantial manual modelling/coding.
• What about complex models, such as SEM? We will cover this next.   

https://doi.org/10.1007/s10869-013-9317-6
https://rpubs.com/lumumba99/1020853
https://cran.r-project.org/web/packages/RSA/RSA.pdf
https://support.sas.com/documentation/onlinedoc/stat/142/rsreg.pdf
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SEM Multi-group 
Analysis3
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This is a paper we published with an MGA in it 
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We wanted to assess whether all relationships in this model are similar for different 
types of procurement situations (direct versus indirect procurement)
Research model

Relational Aspects of the buyer Supplier Intention Supplier Behavior

Growth 
opportunity

Relational 
behavior 

Profitability

Operative 
excellence

Reliability

Contact 
accessibility

Involvement

Innovation 
potential

Support Preferred 
Customer 
Status 

Preferential 
Treatment

Length of 
relationship

Supplier 
Satisfaction

Are the paths the same for direct 
versus indirect procurement? Let’s 
do a multi-group analysis!

I.e. is the type of procurement 
influencing the the relationships 
differently?
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This analysis was 
performed in SmartPLS
Application

• In a multi-group 
analysis, we estimate 
each group separately 

• Then, the two models 
and findings need be 
compared

• Is it a significant 
difference?
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In the end, we found no major differences and this allowed us to say that the model 
seems to be quite robust for different procurement situations
Results

Growth 
opportunity
R2= .09 (D)     

.36 (I)

Relational 
behavior 
R2= .52 (D)     

.45 (I)

Profitability

Operative 
excellence 
R2= .17 (D)     

.19 (I)

Reliability

Contact 
accessibility

Involvement

Innovation 
potential

Support

.31**.60**

.22**
.20**

Preferred 
Customer 
Status 
R2= .18 (D)     

.17 (I)

Preferential 
Treatment

R2= .30 (D)     
.28 (I)

.41** .55**

.40**

.11*

.44** .57**

.15**

.41** .51**

.13*

.38**

.34**
.18*

.29**

.15*

.40**

Relational Aspects Supplier Intention Supplier Behavior

.20**

.22**

Length of 
relationship

.08 .11 -.06

.08 .06 .10

Direct procurement

Supplier 
Satisfaction

R2= .61 (D)     
.39 (I)

Indirect procurement

= Non-significant path
= Significant path
= Significant different path (p < .05)

*       = p < .05
**      = p < .01



Stats presentation - interactions
250305 FV Page 24

Dr. Frederik Vos (fvos@pdx.edu) 

There are plenty of options for performing multi-group analyses (MGAs) 

Software packages and remarks

Software solutions:
• PLS-based SEM (very convenient, but less accepted in top journals)

• SmartPLS (MGA algorithm)
• Adanco (MGA)
• …

• Covariance based SEM 
• Amos (SPSS) (PSU example)
• Mplus (PSU example)
• SAS (Multiple-Group Analysis)
• Stata (Multiple-group generalized SEM)
• R-package Lavaan (Multiple Groups)
• …

Remarks:
• PLS implementation quite easy to perform, in covariance-based SEM a bit more complex
• Possibilities for insignificant – significant findings exist (Sig. is different in the groups, but 

difference in betas not significant different between groups)
• Challenge how to split continues data into groups (Mean, Median, percentiles, middle of a scale?)
• There are several guidelines on how to perform MGAs, check the most recent ones!
• As alternative, Mplus offers latent factor SEM interaction analysis, but usually they are 

inconclusive / unstable

https://www.smartpls.com/documentation/algorithms-and-techniques/multigroup-analysis
https://ris.utwente.nl/ws/files/5135104/ADANCO_2-0-1.pdf
https://web.pdx.edu/%7Enewsomj/semclass/ho_multigroup%20amos.pdf
https://web.pdx.edu/%7Enewsomj/semclass/ho_multigroup%20example.pdf
https://documentation.sas.com/doc/en/statug/latest/statug_introcalis_sect036.htm
https://www.stata.com/stata15/multiple-group-generalized-sem/
https://lavaan.ugent.be/tutorial/groups.html
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4 Qualitative comparative 
analysis (QCA)
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There have been calls for more configurational thinking in my research area

QCA call

2021
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The general idea behind Qualitative Comparative analysis (QCA) is to uncover 
configurations (i.e. interactions) that lead to a certain outcome 
General idea

Common situations
• Causal factors combine with each other to lead to the occurrence 

of an event or phenomenon. 
• Different combinations of causal factors can lead to the occurrence 

phenomenon. 
• Causal factors can have opposing effects depending on the 

combinations of factors

How QCA helps:

• QCA was developed for small-to-intermediate-N research designs 
(e.g., 5-50). In this range, there are often too many cases for 
researchers to keep all the case knowledge “in their heads,” but too 
few cases for most conventional statistical techniques.

• However, scholars realized it also helps with bigger (quantitative) data 
and helps to assess necessity and sufficiency of conditions

• QCA may detect multiple paths, i.e. alternative causal combinations 
that can lead to high/low levels of the same outcome. 
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To differentiate from common statistical analyses, QCA researchers use a different 
set of terminology
Differences
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In QCA, we differentiate between crisp set and fuzzy set approaches – with fuzzy 
set, you can capture also continuous data
Coding of the variables

• In its inception, QCA was Boolean/crisp (yes/no) – but now, it can be also “fuzzy” as well
• It works through set membership – how often are certain combinations of variables emerge to 

together to lead to a result – However, the “calibration” matters quite a bit
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As an example, imagine you perform an innovation workshop and want to know 
which factors lead participants to create high value and novel ideas
Example of a colleague
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The results show different recipes/combinations leading to different outcomes

Low outcome

high outcome
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Many software solutions exist to perform QCA analysis, however, the number of 
variables that can be included is limited
Software packages and remarks

Software solutions:
• fsQCA Software (Ragin's fsQCA)
• R-package QCA
• Stata Routine (fuzzy)
• … (see website)

Remarks:
• Only one “dependent” and maximum 8-10 “independent” variables
• QCA / fsQCA is constantly evolving – check new updates
• Research design should follow a configurational perspective (not just as add-on) to 

be successful

https://compasss.org/software/
https://cran.r-project.org/package=QCA
https://www.stata-journal.com/sjpdf.html?articlenum=st0140
https://compasss.org/software/


Stats presentation - interactions
250305 FV Page 33

Dr. Frederik Vos (fvos@pdx.edu) 

33

Short Recap before discussion

“Standard” 
interaction

Response 
Surface

Multi-
group

fsQCA
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Please share your experiences, ideas and remarks!

Open round

• Which of the methods did you until now and what are your experiences?

• Are there other methods worthwhile to explore? Any other ideas?

• Someone already looked into Bayesian approaches?

• …

• …
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Dr. Frederik G. S. Vos, MSc. MSc. MSc.
Pronouns (he, him, his)
Assistant Professor of Supply Chain Management
PSU KMC 510H, 615 SW Harrison St., Portland, OR 97201 
tel: (+1)6693128605, email: fvos@pdx.edu
Connect via: https://www.linkedin.com/in/frederikvos

mailto:fvos@pdx.edu
https://www.linkedin.com/in/frederikvos
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