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Missing Data Estimation in Multilevel Regression

Overview

Multilevel regression provides model estimates taking into account certain types of missing data.  For any individual case, there cannot be missing data on any of the predictors or the dependent variable (although see discussion of pairwise deletion below).  However, one can view hierarchical data structures with unequal group sizes (unequal nj) as a type of missing data problem.  A term commonly applied to unequal group sizes is unbalanced nj or unbalanced design. 

Consider the following small, hypothetical example with 5 cases and two groups and only one predictor. 

	i
	j
	Yij
	Xij

	1
	1
	10
	8

	2
	1
	4
	9

	3
	1
	1
	5

	.
	.
	.
	.

	5
	2
	7
	8

	6
	2
	10
	8


Because there are a different number of cases in the two groups, one can consider case 4 to have missing data in a design that is supposed to have 6 cases.  If averages for group 1 and 2 are computed and used at level 2 (as when intercepts are estimated), the data from group two have estimated that mean using information on the two remaining cases. Thus, the estimation of the intercept from case 4 has been imputed. 

In multilevel regression, the data are not actually imputed but the model is estimated making use of the incomplete data in a way that does not bias estimates under certain conditions.  The estimation method can be shown to be equivalent to missing data estimation in more general applications using the EM algorithm (Little & Rubin, 1987).  There are a number of approaches to data analysis with incomplete data, including listwise deletion (in which all variables must be complete), pairwise deletion (in which only pairs of variables need to be complete), mean imputation (average value is substituted for the missing data), hot-deck imputation etc.  Under certain restrictive conditions, when the data are missing at random or missing completely at random, missing data estimation with EM algorithm produces unbiased estimations of the complete data and better estimation than alternative approaches.
 

MAR and MCAR

A distinction of the type of missing data was made by Rubin (1976), who classified missing data as missing at random (MAR), missing completely at random (MCAR), or neither.  Both MAR and MCAR require that the variable with missing data be unrelated to whether or not a person has missing data on that variable.  For example, if those with lower incomes are more likely to have missing data on an income question, the data cannot be MAR or MCAR.  The difference between MAR and MCAR is whether or not other variables in the data set are associated with whether or not someone has missing data on a particular variable.  For example, are older people more likely to refuse to respond to an income question.  The term “missing at random” is confusing because data are not really missing at random—missingness seems to depend on some of the variables in the data set.
Determining If Missing Data is MAR or MCAR

Practically speaking it is quite difficult to determine if your data are MAR or MCAR.  With a single variable that has missing data, it is not too difficult to determine if any of the other variables in the data set predict whether there is missing data on a particular variable.  In practice, however, data will be missing on a number of variables, and so determining if other variables are related may be considerably complex, and this is particularly the case when there is hierarchically structured data and individuals are “missing” entirely from groups.  But the real importance is determining if missingness is associated with values of the variables that are missing the data.  With attrition over time, it may be possible to test whether missingness is associated with the value of the variable by examining whether the variable at Time 1 (i.e., with complete data) is associated with the missingness for that variable at Time 2.  In other circumstances, one may have to provide a theoretical argument that missingness is not associated with the variable or rely on information in the literature.  There are many writings on missing data estimation, but few on how to go about determining if data are really MAR or MCAR. 

Other Missing Data Issues in Multilevel Regression  

Although HLM can estimate missing data in the sense that groups may be of a different size (or that all data for a certain time point may be missing in the case of repeated measures), a multilevel regression cannot be conducted if data are missing for one or more variables for a person (or, in the repeated measures case, data are missing for one or more variables at a given time point). 

Listwise Deletion. Listwise deletion means that complete data on each case is required, and any individual who has missing information on any variable is eliminted.  For example,

	i
	j
	Yij
	X1ij
	X2ij

	1
	1
	10
	8
	8

	2
	1
	.
	9
	.

	3
	1
	1
	5
	5

	4
	2
	3
	.
	5

	5
	2
	7
	8
	8

	6
	2
	10
	8
	.


With listwise deletion, complete data was required on all variables in the analysis—any cases with missing data on one or more of the variables was eliminated from the analysis.  In the example above, only cases 1, 3, and 5 are used in the analysis with listwise deletion. This is the current best option at the moment, unless a missing data estimation technique, such as EM imputation, is applied before entering the data into a multilevel package.  In repeated measures (growth curve) analysis, each time point (rather that case) must have complete data.  In other words, all Level-1 (time-varying) variables must be present at a given time point, and the Level-2 variables (person-level) must be present for each person.

Pairwise Deletion.  Pairwise deletion is another option offered in HLM (and is available in SPSS for OLS regression).  With pairwise deletion, a covariance (or correlation) matrix is computed where each element is based on the full number of cases with complete data for each pair of variables. The attempt is to maximize sample size by not requiring complete data on all variables in the model.  This approach can lead to serious problems and I strongly recommend against using it (even the HLM manual suggests that you should never using this approach).  
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