Psychology 522/622
Winter 2008
Lab Lecture #9
Principal Components Analysis

DATAFILE: HUMOR.SAV
In this lab, we focus on principal components analysis.  We will focus on 10 items on a questionnaire that involve humor.  Here are the items.

Item01

I like to make fun of others.
Item02

I make people laugh by making fun of myself.

Item03

People find me funny when I make jokes about others.

Item04 
I talk about my problems to make people laugh.

Item05

I frequently make others the target of my jokes.

Item06

People find me funny when I tell them about my failings.

Item07 
I love to get people to laugh by using sarcasm.

Item08

I am funniest when I talk about my own weaknesses.

Item09

I make people laugh by exposing other people’s stupidities.

Item10

I am funny when I tell others about the dumb things I have done.

There are two kinds of questions here (Don Rickles-type and Woody Allen-type of humor). The odd items are the Rickles items and the even items are the Allen items.  Are there two dimensions underlying responses to these items?  We’ll conduct a principal components analysis to see how many dimensions appear to underlie responses to these items.  But first, let’s look at a correlation matrix.
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The magnitude and direction of the correlations vary.  However, many of these correlations are sufficient in size (say above .2 or .3) to suggest some structure to the responses to the items.
1st Model

Analyze ( Data Reduction ( Factor Analysis 
Select all 10 items and move them to the Variables box.

Click Descriptives, select univariate descriptives (initial solution should be selected by default); click Continue 

Click Extraction, select Principal Components Analysis from the “Method” drop down menu, select scree plot (unrotated factor solution should be selected by default); click Continue.
Click OK.

Factor Analysis
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Nothing strange going on here with the means and standard deviations.
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Extraction Method: Principal Component Analysis.


Communalities have to do with how much of the variance in each item is explained by the number of principal components extracted.  Below we see that 3 components were extracted based on the default criterion which we’ll be changing in a later analysis.  Higher communalities mean that more of the variance in that item is related to the principal components (and it is a good thing).
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Extraction Method: Principal Component Analysis.


The eigenvalues of the correlation/covariance matrix give us information about the number of dimensions underlying responses to the items. 
“Component” column: We chose to analyze 10 variables (i.e., items) so there will be 10 components. 

“Total” column: This column contains the eigenvalue for each component. The first component always has the largest eigenvalue, the second component always has the next highest eigenvalue, etc. The values in this column always sum to the number of items (when a correlation matrix is analyzed). Based on Kaiser’s criterion (i.e., eigenvalues that are greater than 1 are considered “large”) we see three “big” eigenvalues. 
“% of Variance” column: The values in this column tell us how much variance in responses to the items is accounted for by each component. The first component accounts for about 25% of the variance in responses, the second component accounts for about 23%, etc. 

“Cumulative %” column: This column tells us that the first three dimensions of variability account for 59.6% of the variability in responses to the 10 items. This means that if we use the three dimensions (components or factors) we account for about 60% of the information in responses to items. This is a savings (i.e., it allows us to use just three components rather than having one score per item for a total 10 scores).
Now what? Based on Kaiser’s criterion, we should use 3 components. However, this criterion tends to give us “too many” components in practical situations. What other criteria could we use?
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This is a scree plot. It plots the eigenvalues for each component. We look at this to find the “elbow” or bend in the plot. This helps us to determine the number of components that are needed. According to the scree test, the important components are the ones before the elbow. Looking at this plot, the elbow appears at the 3rd component. Based on this criteria (courtesy of Catell) we would conclude that there are 2 primary dimensions of variability in responses to the 10 items. 
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Extraction Method: Principal Component Analysis.

3 components extracted.

a. 


These are the correlations between each item and each component. This is for the unrotated solution, so unless these are immediately interpretable, we’ll wait for the rotated solution.
2nd Model

Now we’ll conduct a PCA extracting 2 factors/components, and we’ll rotate the solution to help with interpretability. 

Analyze ( Data reduction ( Factor

Click Descriptives, in the “Correlation Matrix” section select Reproduced. Click Continue.

Click Extraction, in the “Extract” section click on the button next to Number of factors and type “2” in the box. Click Continue.

Click Rotation, select VARIMAX (in the Display box, rotated solution should be selected by default), Click Continue.

Click Options, in the “Coefficient Display Format” section select Sort by size. Click Continue.

Click OK.

Factor Analysis
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Extraction Method: Principal Component Analysis.


Notice that the values in this table are different than they were in our first model. Why?? Because in this model we have forced SPSS to fit a 2-factor solution, whereas in the first model the solution SPSS reached involved 3 factors. You’ll notice that these values are somewhat smaller than they were before. That’s because the third component was accounting for some of the variance in item responses. By removing that component we will account for less variance in responses, so these communalities values will be smaller than they were in the first model. Remember that parsimony is desirable, so even if we account for slightly less variance with just two components, we get the benefit of only needing to use two components. Whether or not this trade-off is worth it is usually for the researcher to determine. 
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Extraction Method: Principal Component Analysis.


This info is mostly the same as it was in our prior model. We also get the Rotation Sums of Squared Loadings which gives us info about the 2 rotated components. We can compare the info in this section to the info in the Extraction Sums of Squared Loadings section which gives us info about the unrotated solution. It looks like the proportion of variance in item responses differs little when comparing the unrotated vs. rotated solutions. The cumulative variance (48.29) is the same because we are explaining the same amount of variance regardless of rotation. We like the rotated solution, however, because it helps with interpretability.
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Extraction Method: Principal Component Analysis.

2 components extracted.

a. 
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Extraction Method: Principal Component Analysis. 

Rotation Method: Varimax with Kaiser Normalization.

Rotation converged in 3 iterations.

a. 


After rotation, we see how the items correlate with each rotated component.  The first five items correlate most strongly with the first rotated component and the last five items correlate most strongly with the second rotated component.  Remember that the items have been sorted in this output by these correlations. They are no longer ordered 1-10. Note that for the first five items, the correlations with the first rotated components are large, but for the same items on the second rotated component, the correlations are small.  The same pattern appears for the last five items. This is what the rotation did for us (i.e., each item correlates strongly with only one rotated principal component). Inspecting the content of the items, it is clear that the first rotated component involves the “Allen” questions and the second rotated component involves the “Rickles” questions.  
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This is default output that gives information on the direction of the rotation and typically is not of interest.
Now we will explore how well the two component model accounts for the relationships among the 10 items.  The following is the “reproduced” correlations that are implied by the components, component loadings, and the communalities.  We’ll focus on the “residual” portion of this output.
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Extraction Method: Principal Component Analysis.

Residuals are computed between observed and reproduced correlations. There are 30 (66.0%) nonredundant residuals with absolute values greater than 0.05.

a. 

Reproduced communalities

b. 


Note that the residuals are mostly small in size. A residual of 0 means that the two-component model perfectly captures the relationship between those two items. Many of these residuals are close to zero. Some of the residuals are larger in size. The largest residual equals -.293 between item 4 and item 10. The implied correlation between these two items is .475 from the “reproduced correlation” table above. However, when SPSS computes the correlation between these two items, it is equal to .182. [.182 minus .475 equals -.293]. The two component model overestimates the correlation between these two items.  This is interesting to note and it is a good idea to look for patterns in the residual correlations that might suggest another component should be extracted. Beyond a few large residuals, there doesn’t appear to be a pattern. Given that most of the residuals are small in size, we conclude that the two component model fits adequately.
