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Psychology 522/622

Winter 2008
Lab Example #8
Log-linear Analysis

DATAFILE: INTEREST.SAV

Hanson and Swanson (1983) collected data on the Strong-Campbell Interest Inventory for college majors.  In this study, subjects were classified as female or male (GENDER:  0 = male, 1 = female) and as satisfied or unsatisfied with their major (SATISFAC:  0 = unsatisfied, 1 = satisfied).  Scores on the Strong-Campbell were used to classify each student’s chosen major as an excellent, moderate, or poor fit (FIT:  1 = poor, 2 = moderate, 3 = excellent) to their interests.  Are there any relationships among gender, satisfaction with major, and fit of major?  We’ll explore this question using two major steps.
First, we’ll use the hiloglinear command in SPSS in order to determine the best-fitting model. This analysis will tell us which parameters we should include in our analysis.

Second, we’ll use the loglinear command in SPSS in order to obtain estimates for the parameters we’ve chosen to include in the model. 

Running some simple cross-tabulations will first get us in touch with potential patterns in the data.
Analyze ( Descriptive Statistics ( Crosstabs

Move Satisfac to the Rows Box, Move Fit to the Columns box
Move Gender into the Layer 1 of 1 box

Click OK.

Crosstabs


Satisfaction Group * Fit to Student's Major * Gender Crosstabulation

Count 

	Gender
	 
	Fit to Student's Major
	Total

	 
	 
	Poor
	Moderate
	Excellent
	Poor

	Male
	Satisfaction Group
	Unsatisfied
	65
	23
	46
	134

	 
	 
	Satisfied
	13
	12
	24
	49

	 
	Total
	78
	35
	70
	183

	Female
	Satisfaction Group
	Unsatisfied
	77
	21
	66
	164

	 
	 
	Satisfied
	24
	14
	43
	81

	 
	Total
	101
	35
	109
	245


From this output, we see that there are 428 (245+183) students in this sample.  Descriptively we can see that there were more women in the sample (245 versus 183), there were more unsatisfied than satisfied students (134+164=298 versus 49+81=130), and that there were an equal number of students whose majors were either a poor or excellent fit (78+101=179 versus 70+109=179) but fewer students whose majors were a moderate fit (35+35=70).  These are descriptive marginal differences in frequency.
Though crosstabs puts all of these frequencies in one table, we really have a 2x2x3 contingency table.  It is difficult to see associations among these variables in this format so we’ll look at some “partial association” tables to see if we see any patterns.
In Crosstabs, put gender in the rows and fit in the columns. Ask for the Chi Sqaure tests.

Crosstabs
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Note:  This first partial association contingency table looks at the relationship between fit to student's major and gender.  Not much going on here as indexed by the Pearson and Likelihood Ratio statistics (that test the null hypothesis of independence).
In Crosstabs, keep gender in the rows, put satisfac in the columns. Ask for the Chi Square tests.

Crosstabs
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Note:  This contingency table looks at the relationship between gender and satisfaction with major.  Not much going on here as indexed by the Pearson and Likelihood Ratio statistics.
In Crosstabs, put fit in the rows and satisfac in the columns. Ask for the Chi Square tests.

Crosstabs


Fit to Student's Major * Satisfaction Group Crosstabulation

	 
	 
	Satisfaction Group
	Total

	 
	 
	Unsatisfied
	Satisfied
	Unsatisfied

	Fit to Student's Major
	Poor
	Count
	142
	37
	179

	 
	 
	Expected Count
	124.6
	54.4
	179.0

	 
	Moderate
	Count
	44
	26
	70

	 
	 
	Expected Count
	48.7
	21.3
	70.0

	 
	Excellent
	Count
	112
	67
	179

	 
	 
	Expected Count
	124.6
	54.4
	179.0

	Total
	Count
	298
	130
	428

	 
	Expected Count
	298.0
	130.0
	428.0
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Note:  This contingency table looks at the partial association between fit to student’s major and student satisfaction with major.  Here we see some action.  There appears to be a partial association between fit and satisfaction.  Comparing the expected with observed frequencies, there appears to be more unsatisfied students when fit to major is poor relative to what we would expect if fit and satisfaction were unrelated (142 versus 124.6).  Similarly, comparing the expected with observed frequencies, there appears to be fewer unsatisfied students when fit to major is excellent relative to what we would expect if fit and satisfaction were unrelated (112 versus 124.6).  Another way to see this pattern is to consider the percentage of unsatisfied students across the three levels of fit.  




Percentage of Unsatisfied Students

Poor Fit


142/179 = 79.3%

Moderate Fit


44/70 = 62.9%

Excellent Fit


112/179 = 62.6%
Remember that this is a partial  association; we have summed over the gender variable.  We know that there is some sort of relationship between fit and satisfaction. The question that we now turn to is whether this association between fit and satisfaction is the same for men and for women.  This is like an interaction in regression (e.g., does the relationship between the IV and DV depend on at what level of another IV one is?).  We now will turn to log-linear analysis to address this question as well as to see if we missed any structure in our preliminary analyses. 
To aid us in model selection, we will first have SPSS run a hierarchical loglinear model.  

Here is the syntax:
weight by freq.

hiloglinear


gender satisfac (0,1) fit (1,3) /method=backward


/criteria maxsteps (10) p(.05) iteration(20) delta(.5)


/print=all


/design.
You only need to include the “weight by freq” command if you are working with summary data, as opposed to raw data.
The (0,1) after gender satisfac tells SPSS that each of these variables has two levels that are dummy coded as 0 and 1. The (1,3) after fit tells SPSS that the fit variable has three levels that are dummy coded 1, 2, 3.
WARNINGS: 1) If you are running SPSS 12, you often have to click on the output itself, then drag open the box around the output so that you can see all of it. 2) If you are running versions later than 12, your syntax may look different (i.e., prettier). The same info is there, but presented in nicer looking tables.

HiLog

_

* * * * * * * *  H I E R A R C H I C A L   L O G   L I N E A R  * * * * * * * *

DATA   Information

         24 unweighted cases accepted.

          0 cases rejected because of out-of-range factor values.

          0 cases rejected because of missing data.

        428 weighted cases will be used in the analysis.

FACTOR Information

   Factor  Level  Label

   gender      2  Gender

   satisfac    2  Satisfaction Group

   fit         3  Fit to Student's Major

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

_

* * * * * * * *  H I E R A R C H I C A L   L O G   L I N E A R  * * * * * * * *

DESIGN 1 has generating class

    gender*satisfac*fit

 Note: For saturated models   .500 has been added to all observed cells.

 This value may be changed by using the CRITERIA = DELTA subcommand.

The Iterative Proportional Fit algorithm converged at iteration 1.

The maximum difference between observed and fitted marginal totals is     .000

and the convergence criterion is     .250

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

 Observed, Expected Frequencies and Residuals.

       Factor          Code            OBS count  EXP count  Residual  Std Resid

  gender          Male

   satisfac        Unsatisf

    fit             Poor                    65.5       65.5       .00        .00

    fit             Moderate                23.5       23.5       .00        .00

    fit             Excellen                46.5       46.5       .00        .00

   satisfac        Satisfie

    fit             Poor                    13.5       13.5       .00        .00

    fit             Moderate                12.5       12.5       .00        .00

    fit             Excellen                24.5       24.5       .00        .00

  gender          Female

   satisfac        Unsatisf

    fit             Poor                    77.5       77.5       .00        .00

    fit             Moderate                21.5       21.5       .00        .00

    fit             Excellen                66.5       66.5       .00        .00

   satisfac        Satisfie

    fit             Poor                    24.5       24.5       .00        .00

    fit             Moderate                14.5       14.5       .00        .00

    fit             Excellen                43.5       43.5       .00        .00

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

 Goodness-of-fit test statistics

    Likelihood ratio chi square =      .00000    DF = 0  P =  .

             Pearson chi square =      .00000    DF = 0  P =  .

_

Note:  This output tells us that the saturated (full) model fits perfectly, as it should.
* * * * * * * *  H I E R A R C H I C A L   L O G   L I N E A R  * * * * * * * *

Tests that K-way and higher order effects are zero.

         K     DF   L.R. Chisq    Prob  Pearson Chisq    Prob   Iteration

         3      2         .213   .8988           .212   .8992           3

         2      7       18.711   .0091         18.259   .0109           2

         1     11      158.236   .0000        163.757   .0000           0

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Note:  This output tells us if we drop the three-way association parameters, it doesn’t hurt the fit of our model.  We immediately have the answer to our question:  The association between satisfaction and fit does not differ significantly across the gender groups.  Next on the output (for K = 2) we see that if we drop all of the two-way associations and the three-way association, the model sucks (i.e., there is a significant drop in model fit).  This model fit gets even worse if we include no effects in the model (i.e., drop K>=1).  So it looks like we are going to need to include some of the two-way associations to get this model to fit better.
Tests that K-way effects are zero.

         K     DF   L.R. Chisq    Prob  Pearson Chisq    Prob   Iteration

         1      4      139.524   .0000        145.498   .0000           0

         2      5       18.498   .0024         18.047   .0029           0

         3      2         .213   .8988           .212   .8992           0

_
Note:  Same conclusion here.  We can drop the three-way association, but not the two-way associations.  But do we need all of the two-way associations?  We continue….
* * * * * * * *  H I E R A R C H I C A L   L O G   L I N E A R  * * * * * * * *

 Tests of PARTIAL associations.

  Effect Name                                    DF  Partial Chisq    Prob  Iter

  gender*satisfac                                 1          1.891   .1691     2

  gender*fit                                      2          2.437   .2957     2

  satisfac*fit                                    2         14.011   .0009     2

  gender                                          1          9.013   .0027     2

  satisfac                                        1         67.751   .0000     2

  fit                                             2         62.760   .0000     2

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Note:  This information gives similar answers to our earlier tables of partial associations that we got by running crosstabs. The differences in the partial chisq values are due small algorithmic differences in finding the expected frequencies in each analysis. But on the whole the partial chisq values are essentially the same.  This output suggests what is likely to happen with the hierarchical loglinear analysis to come, i.e., the gender*satisfac association is likely to be non-significant, unnecessary, and dropped, along with the gender*fit association.  We’ll see if that actually happens.
 Note: For saturated models   .500 has been added to all observed cells.

 This value may be changed by using the CRITERIA = DELTA subcommand.

 Estimates for Parameters.

 gender*satisfac*fit

  Parameter      Coeff.   Std. Err.     Z-Value Lower 95 CI Upper 95 CI

        1   .0334838000      .07952      .42106     -.12238      .18935

        2  -.0141132368      .09112     -.15489     -.19270      .16448

 gender*satisfac

  Parameter      Coeff.   Std. Err.     Z-Value Lower 95 CI Upper 95 CI

        1   .0734551096      .05782     1.27038     -.03988      .18679

 gender*fit

  Parameter      Coeff.   Std. Err.     Z-Value Lower 95 CI Upper 95 CI

        1  -.0447593731      .07952     -.56285     -.20062      .11110

        2   .1314253036      .09112     1.44238     -.04716      .31001

_

* * * * * * * *  H I E R A R C H I C A L   L O G   L I N E A R  * * * * * * * *

 Estimates for Parameters. (Cont.)

 satisfac*fit

  Parameter      Coeff.   Std. Err.     Z-Value Lower 95 CI Upper 95 CI

        1   .2809611904      .07952     3.53312      .12510      .43682

        2  -.1454861130      .09112    -1.59670     -.32408      .03310

 gender

  Parameter      Coeff.   Std. Err.     Z-Value Lower 95 CI Upper 95 CI

        1  -.1462934334      .05782    -2.53009     -.25962     -.03296

 satisfac

  Parameter      Coeff.   Std. Err.     Z-Value Lower 95 CI Upper 95 CI

        1   .4017801286      .05782     6.94863      .28845      .51511

 fit

  Parameter      Coeff.   Std. Err.     Z-Value Lower 95 CI Upper 95 CI

        1   .1861968998      .07952     2.34145      .03033      .34206

        2  -.5409931582      .09112    -5.93735     -.71958     -.36240

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

_

Note:  These are the loglinear parameter estimates for the fully saturated model.  From the output above, we know that we don’t need all of these parameters to model the frequencies and associations among our variables.  So this output is not much use to us.  We’ll have to use another analysis (below) to get the parameter estimates we want for the model we ultimately decide on.
Note:  Here is where the hierarchical part starts.  SPSS starts with the fully saturated model (i.e., including all variables and two-way and three-way associations) and then starts to drop associations and variables if possible.  We should expect from above that in the first step the three-way association will be dropped.

* * * * * * * *  H I E R A R C H I C A L   L O G   L I N E A R  * * * * * * * *

Backward Elimination (p = .050) for DESIGN 1 with generating class

  gender*satisfac*fit

 Likelihood ratio chi square =      .00000    DF = 0  P =  .

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

If Deleted Simple Effect is                 DF   L.R. Chisq Change    Prob  Iter

 gender*satisfac*fit                         2                .213   .8988     3

Step 1

  The best model has generating class

      gender*satisfac

      gender*fit

      satisfac*fit

  Likelihood ratio chi square =      .21336    DF = 2  P =  .899

Note:  Yes, dropping the three-way association does not hurt the fit of the model.  The likelihood ratio chi square statistic is 0.0 for the saturated model since it fits perfectly.  The likelihood ratio statistic is .213 on 2 df when the three way association is left out of the model.  This difference in chi square statistics is not statistically significant.  We don’t need the three-way association (i.e., the association between fit and satisfaction does not vary significantly across gender).  We drop the three-way interaction and move on to see what we can drop next.

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

If Deleted Simple Effect is                 DF   L.R. Chisq Change    Prob  Iter

 gender*satisfac                             1               1.891   .1691     2

 gender*fit                                  2               2.437   .2957     2

 satisfac*fit                                2              14.011   .0009     2

Step 2

  The best model has generating class

      gender*satisfac

      satisfac*fit

  Likelihood ratio chi square =     2.65011    DF = 4  P =  .618

Note:  We now drop the gender*fit association. The LR chi sq statistic of 2.65 is a comparison of the fit of the model dropping gender*fit and gender*fit*satisfaction with the saturated model. This increase in model misfit is slight so we don’t need the gender*fit association either (i.e., there is no statistical evidence of an association between gender and fit).
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

If Deleted Simple Effect is                 DF   L.R. Chisq Change    Prob  Iter

 gender*satisfac                             1               1.971   .1604     2

 satisfac*fit                                2              14.090   .0009     2

_

* * * * * * * *  H I E R A R C H I C A L   L O G   L I N E A R  * * * * * * * *

Step 3

  The best model has generating class

      satisfac*fit

      gender

  Likelihood ratio chi square =     4.62086    DF = 5  P =  .464

Note:  Here we see that we can drop the gender*satisfac association.  Gender and satisfaction don’t appear to be related.

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

If Deleted Simple Effect is                 DF   L.R. Chisq Change    Prob  Iter

 satisfac*fit                                2              14.090   .0009     2

 gender                                      1               9.013   .0027     2

Step 4

  The best model has generating class

      satisfac*fit

      gender

  Likelihood ratio chi square =     4.62086    DF = 5  P =  .464

Note:  Here is where we stop.  We can’t drop any more variables or associations.  

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

_

* * * * * * * *  H I E R A R C H I C A L   L O G   L I N E A R  * * * * * * * *

The final model has generating class

    satisfac*fit

    gender

The Iterative Proportional Fit algorithm converged at iteration 0.

The maximum difference between observed and fitted marginal totals is     .000

and the convergence criterion is     .250

Note:  Our final model includes gender, satisfaction, fit, and the association between satisfaction and fit.
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

 Observed, Expected Frequencies and Residuals.

       Factor          Code            OBS count  EXP count  Residual  Std Resid

  gender          Male

   satisfac        Unsatisf

    fit             Poor                    65.0       60.7      4.29        .55

    fit             Moderate                23.0       18.8      4.19        .97

    fit             Excellen                46.0       47.9     -1.89       -.27

   satisfac        Satisfie

    fit             Poor                    13.0       15.8     -2.82       -.71

    fit             Moderate                12.0       11.1       .88        .26

    fit             Excellen                24.0       28.6     -4.65       -.87

  gender          Female

   satisfac        Unsatisf

    fit             Poor                    77.0       81.3     -4.29       -.48

    fit             Moderate                21.0       25.2     -4.19       -.83

    fit             Excellen                66.0       64.1      1.89        .24

   satisfac        Satisfie

    fit             Poor                    24.0       21.2      2.82        .61

    fit             Moderate                14.0       14.9      -.88       -.23

    fit             Excellen                43.0       38.4      4.65        .75

Note:  Looking at the Std Resid, there doesn’t appear to be anything strange going on in terms of misfit in particular cells.

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

 Goodness-of-fit test statistics

    Likelihood ratio chi square =     4.62086    DF = 5  P =  .464

             Pearson chi square =     4.60390    DF = 5  P =  .466

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Note:  We now know what variables and associations are important (based on statistical criteria).  We’ll now fit a model to get the loglinear parameter estimates the last analysis didn’t give us.  We do this next step in order to look at the parameter estimates and their statistical significance (i.e., for 1 df tests).  We can also rank order the test statistics (parameter estimate/SE) to get a sense of which effects are most important in modeling the frequencies in the contingency table.  
Here’s the SPSS syntax:
weight by freq.

loglinear


gender satisfac (0,1) fit (1,3)


/print=all


/design=satisfac fit gender satisfac*fit. 

Again, you only need to include the “weight by freq” command if you are working with summary data, as opposed to raw data.

After /design= we include the partial associations we’re interested in based on the results of the hiloglinear analysis (in this case just satisfac*fit). We also need to include the individual variables that make up these partial associations (satisfac and fit). We also include any individual variables that our hiloglinear analysis told us we should include (in this case, gender).

FYI: Output for this command looks the same across versions of SPSS (as far as I can tell anyway)
Loglinear

_

* * * * * * * * * *  L O G   L I N E A R   A N A L Y S I S  * * * * * * * * * *

DATA   Information

         24 unweighted cases accepted.

          0 cases rejected because of out-of-range factor values.

          0 cases rejected because of missing data.

        428 weighted cases will be used in the analysis.

FACTOR Information

   Factor  Level  Label

   gender    2  Gender

   satisfac    2  Satisfaction Group

   fit    3  Fit to Student's Major

DESIGN Information

   1 Design/Model will be processed.

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

_

* * * * * * * * * *  L O G   L I N E A R   A N A L Y S I S  * * * * * * * * * *

 Correspondence Between Effects and Columns of Design/Model 1

  Starting  Ending

   Column   Column   Effect Name

      1        1     satisfac

      2        3     fit

      4        4     gender

      5        6     satisfac * fit

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

  Design Matrix

  1-gender

  2-satisfac

  3-fit

 Factor                                Parameter

    1   2   3              1         2         3         4         5         
    0   0   1          1.000     1.000      .000     1.000     1.000      
    0   0   2          1.000      .000     1.000     1.000      .000

    0   0   3          1.000    -1.000    -1.000     1.000    -1.000

    0   1   1         -1.000     1.000      .000     1.000    -1.000

    0   1   2         -1.000      .000     1.000     1.000      .000

    0   1   3         -1.000    -1.000    -1.000     1.000     1.000

    1   0   1          1.000     1.000      .000    -1.000     1.000

    1   0   2          1.000      .000     1.000    -1.000      .000

    1   0   3          1.000    -1.000    -1.000    -1.000    -1.000

    1   1   1         -1.000     1.000      .000    -1.000    -1.000

    1   1   2         -1.000      .000     1.000    -1.000      .000

    1   1   3         -1.000    -1.000    -1.000    -1.000     1.000

    1   2   3              6

    0   0   1           .000

    0   0   2          1.000

    0   0   3         -1.000

    0   1   1           .000

    0   1   2         -1.000

    0   1   3          1.000

    1   0   1           .000

    1   0   2          1.000

    1   0   3         -1.000

    1   1   1           .000

    1   1   2         -1.000

    1   1   3          1.000
Let’s work through the translation from dummy coding to effects coding. 
Parameter 1: Satisfaction
	Satisfied
	Unsatisfied

	-1
	1


Parameter 2: Fit, Poor v. Excellent

	Excellent
	Poor

	-1
	1


Parameter 3: Fit, Moderate v. Excellent

	Excellent
	Moderate

	-1
	1


Parameter 4: Gender

	Females
	Males

	-1
	1


Parameter 5: satisfac*fit
	
	Unsatisfied
	Satisfied

	Poor
	1
	-1

	Excellent
	-1
	1


Parameter 6: satisfac*fit

	
	Unsatisfied
	Satisfied

	Moderate
	1
	-1

	Excellent
	-1
	1


- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

_

 *** ML converged at iteration 3.

     Maximum difference between successive iterations =   .00011.

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

  Observed, Expected Frequencies and Residuals

       Factor          Code              OBS. count & PCT.   EXP. count & PCT.

  gender          Male

   satisfac        Unsatisf

    fit             Poor                     65.00 (15.19)       60.71 (14.19)

    fit             Moderate                 23.00 ( 5.37)       18.81 ( 4.40)

    fit             Excellen                 46.00 (10.75)       47.89 (11.19)

   satisfac        Satisfie

    fit             Poor                     13.00 ( 3.04)       15.82 ( 3.70)

    fit             Moderate                 12.00 ( 2.80)       11.12 ( 2.60)

    fit             Excellen                 24.00 ( 5.61)       28.65 ( 6.69)

  gender          Female

   satisfac        Unsatisf

    fit             Poor                     77.00 (17.99)       81.29 (18.99)

    fit             Moderate                 21.00 ( 4.91)       25.19 ( 5.88)

    fit             Excellen                 66.00 (15.42)       64.11 (14.98)

   satisfac        Satisfie

    fit             Poor                     24.00 ( 5.61)       21.18 ( 4.95)

    fit             Moderate                 14.00 ( 3.27)       14.88 ( 3.48)

    fit             Excellen                 43.00 (10.05)       38.35 ( 8.96)

  Observed, Expected Frequencies and Residuals (Cont.)

       Factor          Code               Residual   Std. Resid.   Adj. Resid.

  gender          Male

   satisfac        Unsatisf

    fit             Poor                    4.2850         .5499         .8892

    fit             Moderate                4.1869         .9653        1.3470

    fit             Excellen               -1.8879        -.2728        -.4196

   satisfac        Satisfie

    fit             Poor                   -2.8201        -.7090        -.9805

    fit             Moderate                 .8832         .2649         .3612

    fit             Excellen               -4.6472        -.8683       -1.2496

  gender          Female

   satisfac        Unsatisf

    fit             Poor                   -4.2850        -.4753        -.8892

_

* * * * * * * * * *  L O G   L I N E A R   A N A L Y S I S  * * * * * * * * * *

  Observed, Expected Frequencies and Residuals (Cont.)

       Factor          Code               Residual   Std. Resid.   Adj. Resid.

    fit             Moderate               -4.1869        -.8343       -1.3470

    fit             Excellen                1.8879         .2358         .4196

   satisfac        Satisfie

    fit             Poor                    2.8201         .6128         .9805

    fit             Moderate                -.8832        -.2289        -.3612

    fit             Excellen                4.6472         .7504        1.2496

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

 Goodness-of-Fit test statistics

    Likelihood Ratio Chi Square =     4.62084    DF = 5  P =  .464

             Pearson Chi Square =     4.60390    DF = 5  P =  .466

Note:  The format is a little different so far but everything is pretty much redundant with the prior analysis.
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Note:  Below are our parameter estimates.
 Estimates for Parameters

 satisfac

  Parameter     Coeff.    Std. Err.     Z-Value Lower 95 CI Upper 95 CI

        1   .3974680811      .05752     6.90996      .28473      .51021
	Satisfied
	Unsatisfied

	-1
	1


Note:  This coefficient is statistically significant.  The interpretation is that satisfaction is an important variable in understanding the cell frequencies.  Rarely do we interpret these parameters directly.  Rather we tend to take a look at CROSSTABS to interpret the direction of this difference.  From our initial analysis, we know that there are more unsatisfied than satisfied students.  This difference was big and this is what loglinear analysis is picking up on.  This is a 1 df test and so this is useful information and we now have a p-value.
 fit

  Parameter     Coeff.    Std. Err.     Z-Value Lower 95 CI Upper 95 CI

        2   .1946687112      .07841     2.48277      .04099      .34835

        3   -.567560682      .09169    -6.18975     -.74728     -.38784

2
	Excellent
	Poor

	-1
	1


3
	Excellent
	Moderate

	-1
	1


Note:  Both of these coefficients are significant at the .05 level.  The interpretation is that the frequencies of the fit variable differ.  For parameter 2, poor fit is more frequent than excellent fit.  For parameter 3, excellent fit is more frequent than moderate fit. We can see exactly the same trend from our CROSSTABS analysis (i.e., there are more frequent observations in the poor and excellent fits than in the moderate fits).  What we gain from the parameter estimates here is the conclusion that 1) fit is important in understanding the cell frequencies and 2) single df tests comparing the frequencies in the different fit groups.

 gender

  Parameter     Coeff.    Std. Err.     Z-Value Lower 95 CI Upper 95 CI

        4   -.145886029      .04885    -2.98628     -.24164     -.05014

	Females
	Males

	-1
	1


Note:  This coefficient is statistically significant at the .05 level.  The interpretation is that the frequencies of the gender variable differ. We know this already from our CROSSTABS analysis (i.e., there are more women than men in the sample).  What we gain here is the conclusion that 1) gender is important in understanding the cell frequencies and 2) a single df test comparing the frequencies in gender groups.

* * * * * * * * * *  L O G   L I N E A R   A N A L Y S I S  * * * * * * * * * *

 Estimates for Parameters (Cont.)

 satisfac * fit

  Parameter     Coeff.    Std. Err.     Z-Value Lower 95 CI Upper 95 CI

        5   .2749864893      .07841     3.50713      .12131      .42867

        6   -.134421533      .09169    -1.46598     -.31414      .04530

5
	
	Unsatisfied
	Satisfied

	Poor
	1
	-1

	Excellent
	-1
	1


6
	
	Unsatisfied
	Satisfied

	Moderate
	1
	-1

	Excellent
	-1
	1


Note:  Here we see the only association in the model.  We know there is a relationship between satisfaction and fit.  These parameters tells us the nature of that relationship.  Parameter 5 is a contrast between (unsat/poor fit and sat/excel fit) with (unsat/excel fit and sat/poor fit).  The positive coefficient means that there are relatively more observations in the first groups than in the second groups.  This info is entirely consistent with our PARTIAL ASSOCIATION analysis before the loglinear analysis (i.e., people are piling up in the satisfied/excellent fit and unsatisfied/poor fit cells).  This 1 df test statistic gives us a p-value for that observation.  Parameter 6 is a contrast of (unsat/mod fit and sat/excel fit) with (unsat/excel fit and sat/mod fit).  This contrast is not significant (i.e., z = -1.47).  This again backs up what we see with the CROSSTABS and PARTIAL ASSOCIATION analysis, there is no real noticeable pattern in the satisfied/unsatisfied and moderate/excellent fit sub-table. This parameter estimate gives us a significance test for this lack of association in this part of the table.
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

 Covariance(below) and Correlation(above) Matrices of Parameter Estimates

 Parameter                                     Parameter

                   1         2         3         4         5         6

    1         .00331   -.11233   -.02890    .00000   -.10411    .33946

    2        -.00051    .00615   -.64393    .00000   -.45938    .25284

    3        -.00015   -.00463    .00841    .00000    .25284   -.29377

    4         .00000    .00000    .00000    .00239    .00000    .00000

    5        -.00047   -.00282    .00182    .00000    .00615   -.64393

    6         .00179    .00182   -.00247    .00000   -.00463    .00841

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Concluding Comments:
So what do we conclude?  If we were interested in the marginal differences in gender, fit, or satisfaction, we could report those results from the loglinear analysis (or from our CROSSTABS analysis).  From the loglinear analysis, we get p-values (indirectly, that is, we don’t get them in the output but we can find them based on our knowledge of the standard normal -z- distribution) which might be of interest.  Usually, we are more interested in whatever associations there might be among our variables.  In this example, only one association was found (i.e., between fit and satisfaction).  We saw this with our partial association analysis of these two variables.  No other associations were found (and this might also be of interest for some).  The loglinear analysis allowed for us to explore the nature of the association between fit and satisfaction with 1 df tests.  From these tests we saw that the “action” behind this association was due to the fact that students with poor fit tended to be unsatisfied and students with excellent fit tended to be satisfied.  There was no significant relationship between being in the moderate or excellent fit group and being satisfied or unsatisfied with major.
