Quant 521/621 

Fall 2006

Lab Activities # 6

ANOVA
Learning Objectives

· Learn to conduct and interpret the output of the one-way ANOVA in SPSS

Example One: One-way ANOVA
DATA FILE: Lesson 25 Exercise File 1.sav
Do blondes, brunettes, and redheads differ in respect to extroversion? A random sample of 18 men included 6 with each hair color. Participants completed a measure of social extroversion. 

We are going to conduct a one-way ANOVA to investigate the relationship between hair color and extraversion.

Go to Analyze ( Compare Means ( One-way ANOVA

Move Social Extraversion to the Dependent Box

Move Hair Color to the Factor box

Click Options: select Descriptives, Homogeneity of variance test, and Means plot

Click Continue and OK.
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What is going on, descriptively, in this data? Blondes have highest mean extraversion, followed by brunettes and then redheads.
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Do we reject Levene’s test? No, so we can assume equal variance across groups.
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Now we’re into the good stuff. Let’s take a closer look at this information:

Between groups: This is the effect of the IV (the grouping variable) and is the row we are especially interested in. Sum of squares here represents the sum of the squared deviations of group means around the grand mean. The F statistic here is the one we will report. Note that there are 2 df because there are 3 levels of this variable (df=N-1).          F = MSbetween/MSwithin
Within groups: SSwithin is the sum of squared deviations of individual scores around their respective group means. 

Total: This is the row we use to designate total SS and total df. 

Means Plots
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We also asked to see a means plot, so here it is ( As we said earlier, blondes appear to have the highest mean extraversion, followed by brunettes, then redheads.
Some questions:

1) Identify the SS, F ratio, and p value, and for the hair color effect: SShair = 24.11; F(2, 15) = 3.51; p = .056.
2) What’s the null hypothesis, and did we reject it? H0: meanred = meanblonde = meanbrunette; no, we did not reject the null hypothesis.
Now let’s run the same analysis, but using different steps in SPSS:

Go to Analyze(GLM(Univariate

Click extraversion and move it to the dependent box

Click hair color and move it to the fixed factors box

Click options and click hair in the factors box and move to display means box

Click Descriptive stats, Estimates of effect size, and Homogeneity tests.
Click Plots, move class to Horizontal axis box, click Add. 

Click Continue( OK

Univariate Analysis of Variance
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[image: image8.wmf]Tests of Between-Subjects Effects

Dependent Variable: Social Extroversion

24.111

a

2

12.056

3.511

.056

.319

249.389

1

249.389

72.638

.000

.829

24.111

2

12.056

3.511

.056

.319

51.500

15

3.433

325.000

18

75.611

17

Source

Corrected Model

Intercept

HAIR

Error

Total

Corrected Total

Type III Sum

of Squares

df

Mean Square

F

Sig.

Partial Eta

Squared

R Squared = .319 (Adjusted R Squared = .228)

a. 


Let’s take a close look at this output. There are a lot of rows (yikes!) so what do they all mean?

Corrected model: represents the combined effect of all IVs on the DV; in this case there is just one IV, so the results for “Corrected model” and “HAIR” are equivalent
Intercept: evaluates the null hypothesis that the grand mean = 0. Normally, we are not especially interested in this test in the same way that we are not interested in the “Constant” row in regression. In this dataset we would be evaluating the null hypothesis that extraversion = 0 when averaging across all hair colors. 

HAIR: This is the IV and the row we are especially interested in. Sum of squares here represents the sum of the squared deviations of group means around the grand mean. The F statistic here is the one we will report. Note that there are 2 df because there are 3 levels of this variable (df=N-1)

Error: SSerror is sum of squared deviations of individual scores around their respective group means. 
Total: This is the total of all values in each column, except the Corrected Model row.

Corrected Total: This is the row we use to designate total SS and total df. 
Why would you choose GLM over the Compare Means method? You get an effect size estimate: η2
The table above looks a little different than it did when we chose to analyze the data using Compare Means( Oneway ANOVA. Here is a comparison chart to show you which rows are comparable across the two methods:
	General Linear Model( Univariate
	
	Compare Means(Oneway ANOVA

	The name of the independent variable
	 =
	Between groups

	Error
	 =
	Within groups

	Corrected Total
	 =
	Total


Estimated Marginal Means
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Let’s create a graphical representation:

Graph(Boxplots( Simple, summaries for groups of cases( Define( 

Move extraversion (DV) to variable and Hair color (IV) to category axis(OK
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Sample APA write-up:

A one-way analysis of variance was conducted to evaluate the relationship between hair color and extraversion. The independent variable, Hair Color, had three levels: blonde, brunette, and redhead. The dependent variable was level of social extraversion with higher scores indicating higher levels of extroversion. The omnibus ANOVA was not significant, F(2, 15) = 3.51, p > .05. However, the relationship between the two variables was quite strong, η2 = .32, warranting future research with a larger sample size.
Note: Post-hoc (follow-up) analyses would only be conducted if the overall F statistic was significant.
Example Two: Another One-way ANOVA

DATA FILE: Lesson 25 Exercise File 2.sav
Karin believes that students with behavior problems react best to teachers who have a humanistic philosophy and have firm control of their classrooms (i.e., students are more likely to stay out of trouble). In a large school district, Karin classifies teachers of students with behavior problems into three categories (class): humanists with firm control (group 1, n = 9), strict disciplinarians (group 2, n = 21), and keepers of the behavior problems (group 3, n = 10). The DV is the number of times the student is sent to the office (trouble).
Go to Analyze(GLM(Univariate 

Click trouble and move it to the dependent box

Click class and move it to the fixed factors box

Click options and click class in the factors box and move to display means box

Click Descriptive stats, Estimates of effect size, and Homogeneity tests.
Click Plots, move class to Horizontal axis box, click Add. 

Click Continue( OK

Univariate Analysis of Variance

[image: image12.wmf]Between-Subjects Factors

Humanists

with control

9

Strict

disciplinari

ans

21

Keepers of

the

behavior

problems

10

1

2

3

Type of classroom

management

strategy

Value Label

N


[image: image13.wmf]Descriptive Statistics

Dependent Variable: Number of times sent to office

5.56

1.333

9

7.29

1.678

21

9.70

4.785

10

7.50

3.038

40

Type of classroom

management strategy

Humanists with control

Strict disciplinarians

Keepers of the

behavior problems

Total

Mean

Std. Deviation

N


[image: image14.wmf]Levene's Test of Equality of Error Variances

a

Dependent Variable: Number of times sent to office

14.403

2

37

.000

F

df1

df2

Sig.

Tests the null hypothesis that the error variance of

the dependent variable is equal across groups.

Design: Intercept+CLASS

a. 


We’ve rejected Levene’s test. So what do we do? We can try a couple things:
1) Let’s get a better look at our data (something we should have done prior to running this test, right?). Which graph should we use? Well, we have a problem with equality of variance across groups, so let’s create a boxplot to look at the spread of data for each group. 
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Our boxplot didn’t reveal any outliers, which is one possible reason for heterogenous variances. What we can see, however, is that the “keepers” group has a much greater degree of variability on trouble as compared to the other two groups. 

2) We might try to transform these data in some way (e.g., square root or loglinear transformations), but as it turns out these transformations don’t solve the problem. For the time being we will simply make note of this and move on. If these data were, for example, from your thesis, you might want to consider the use of a nonparametric test. 

3) Using the Compare Mean ( One-way ANOVA strategy, we can ask for the Welch test in the “options” window. Here is that output:
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We can see that the result here is very similar to the result below (which we will discuss in a minute). It turns out that we probably don’t need to be overly concerned about violating the homogeneity of variance assumption since the results obtained using the Welch procedure are similar to the standard F test.
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Some questions:

1) What is the F ratio for “Intercept” evaluating? H0: grand mean of times sent to the office (trouble) = 0.

2) How would you interpret SSclass? The sum of the squared deviations of the classroom means of trouble around the grand mean of trouble.

3) How would you interpret SSerror? The sum of the squared deviations of individual children’s scores on trouble around the mean of trouble for their respective classrooms.

4) What is the null hypothesis being tested in this example, and would you reject it? H0: meanhuman. = meanstrict = meankeepers; yes, reject the null hypothesis (p = .008).

Estimated Marginal Means
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Profile Plots
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Let’s create a graphical representation:

Graph(Boxplots( simple and summaries for groups of cases( Define( 

Move trouble (DV) to variable and class (IV) to category axis(OK
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Post-hoc analyses (follow-up pairwise comparisons) are necessary, but will be deferred until next week.

Sample APA results write-up
A one-way analysis of variance was conducted to evaluate the effect of different teaching styles on classroom behavior. The independent variable was teaching style with three levels—firm humanistic (n =9), strict disciplinarian (n = 21), and keepers of the behavior problems (n = 10)—while the dependent variable was the total number of times students in classrooms were sent to the office. The ANOVA was significant, F(2, 37) = 5.58, p < .01. The η2 was relatively large, .23, and indicated that 23% of the variability in the number of students’ office trips could be explained by differences in teaching styles. Students in keepers of the behavior problems classrooms showed the highest number of behavior problems (M = 9.7, SD = 4.79), followed by students in strict classrooms (M = 7.29, SD = 1.68), while students in humanistic classrooms showed the least amount of behavior problems (M = 5.56, SD = 1.33). Follow-up analyses are needed to determine which teaching styles differ significantly from one another in regard to troubles with students.
Here is the output you would get by completing the following steps:

Compare Means ( Oneway ANOVA

Trouble to dependent, Class to Factor

Options: Descriptives, homogeneity of variance test, means plot

Click Continue, then OK.

Oneway
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Means Plots
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