Psychology 522/622

Winter 2008
Lab Lecture 6
Multilevel Models with Level 1 and 2 Predictors

DATAFILE: HIGHSCHOOL.SAV
We use data from the High School and Beyond data set. We are interested in the variables that are related to student math achievement. In this lab, we focus on the following variables:
· Gender of student, variable is named female (Level 1 predictor coded 1 = woman, 0 = man)

· Size of the school, variable is named size (Level 2 predictor coded as the number of students in the school)

Initial Descriptive Statistics

From the following syntax, we see how many schools there are and how many students within schools and the mean math achievement score in each school. This output is not presented in this handout given that there are 160 schools, but you can see it on your computer screen if you are following along. We also get a test of the null hypothesis that the mean math achievement score is the same for all 160 schools.

Analyze(Compare Means(Means

Move mathach to the DV box and school to the IV box

Click Options, select the box next to ANOVA table and eta

Click Continue, Click OK

MEANS

  TABLES=mathach  BY school

  /CELLS MEAN COUNT

  /STATISTICS ANOVA .
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We see that there are significant school differences in mean math achievement scores.  Let’s look at some other descriptive statistics as we will be centering our predictors.

DESCRIPTIVES

  VARIABLES= female mathach size   

  /STATISTICS=MEAN STDDEV MIN MAX .
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We are going to center the variables female (i.e., femalec = female - .5282) and size (i.e., sizec = size – 1056.8618). These variables have already been created for you in the datafile (
Intercepts Only Model 
First we want the ICC to see whether it is important to account for the nesting of students within schools in our analysis of the factors related to match achievement test scores.

Let’s briefly look at the equations we’re estimating in this intercepts only model:

In layman’s terms:
Predicted mathach = constant + Level 1 error variance + random error
See below for the Level 1 and Level 2 equations using more formal notation.

Level 1: Ŷij = β0j + eij
β0j represents the intercept (i.e., mean) for a particular school. Note: the subscript j indicates that means can vary across schools. 

eij represent the deviation of an individual (i) score from the mean of his/her school (j).

Level 2: β0j = γ00 + u0j

γ00  represents the grand mean of mathach scores.

u0j represents the deviation of a particular school mean from the grand mean (again, the subscript j indicates that this deviation from the grand mean can vary across schools).

Now let’s sub in our Level 2 equation into Level 1 to get a better understanding of the intercepts only model we’re estimating:

Ŷij = γ00 + u0j + eij
This equation is telling us that an individual’s score on the math achievement test (Ŷij) is the sum of the grand mean of math achievement across schools (γ00), plus the deviation of the school the individual belongs to from grand mean (u0j), plus the deviation of the individual’s score from his/her school mean (eij). Note that there are no predictors in this model.
mixed


mathach

 
/criteria = CIN(95)


/fixed =  | SSTYPE(3)


/method = ml


/print = solution testcov


/random intercept  | subject(school)


covtype(UN).
Analyze ( Mixed Models ( Linear (it’s the only option)

Move School into the Subjects box, click Continue

You’ll be moved to a new window

Move Mathach to the Dependent Variable Box

Click Random 


-in the Random Effect 1 of 1 section, select Unstructured from the drop down 

  menu

-in the Random Effects section, check the box next to “Include Intercept” 

-in the Subject Groupings section at the bottom, move School to Combinations 

-Click Continue
Click Estimation 

-in the Method section at the top, select Maximum Likelihood 

-Click Continue

Click Statistics 

-in the Model Statistics section, select Parameter estimates and Tests for 

 covariance parameters 

-Click Continue

Click OK (whew!)
Mixed Model Analysis
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Dependent Variable: mathach.

a. 


Fixed Effects
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a. 
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Dependent Variable: mathach.

a. 


The average math achievement score (controlling for school membership) is 12.63. This average is statistically significant (i.e., different from zero). I guess on average these children are learning math concepts. Not all that interesting.

Covariance Parameters
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Dependent Variable: mathach.

a. 


ICC = Variance in Intercepts / (Variance in Intercepts + Variance in Residual)

The ICC is 8.55 / (8.55 + 39.15) = .18, a moderate degree of dependency.  (Consider that the square root of .18 is .42 which is analogous to the correlation metric and a correlation of .42 is “moderate” using Cohen’s guidelines for correlations.)  We will want to account for school membership.

Multilevel Model with Level 1 Predictor

Let’s look at the model being estimated here in layman’s terms:

Predicted mathach = constant + b1(femalec) + Level 1 error variance + random error
What follows are the Level 1 and Level 2 equations using more formal notation.

Level 1: Predicted Mathachij = β0j + β1j(femalec)ij + eij

β0j = intercept (i.e., mean) of mathach for a particular school. Note: the subscript j indicates that mean mathach can vary across schools.  

β1j = the relationship between femalec (i.e., gender) and mathach, controlling for school. Note: the subscript j indicates that this relationship (i.e., slope) can vary across schools.  

femalecij = individual value of femalec (i.e., male or female). Note: we’re not estimating this value, this is an actual value of femalec (i.e., -.53 or .47) that we’d plug into the equation.
eij = deviation of an individual’s mathach score from the mean mathach score of the school he/she belongs to (i.e., group mean)
Level 2: β0j = γ00 + u0j


  β1j = γ10 + u1j
γ00  represents the grand mean of mathach scores.

u0j represents the deviation of a particular school mean from the grand mean (again, the subscript j indicates that this deviation from the grand mean can vary across schools).

γ10 represents the average slope for the gender-mathach relationship across schools. This is a fixed effect (the average slope across schools must be the same for all schools).
u1j represents the deviation of a particular school’s slope from the average slope across schools. This is a random effect (the slope is allowed to differ across schools, so the deviation from the average slope must also differ across schools).
*Note: even though we don’t have a Level 2 predictor in this model, we still need Level 2 equations in order to estimate our Level 1 equation.

So, subbing in Level 2 equations into the Level 1 equation we get:

Predicted Mathachij = γ00 + u0j + (γ10 + u1j)femalecij + eij
And putting all this into a “reduced form” equation gives us this:

Predicted Mathachij = γ00 + γ10femalecij + u0j + u1jfemalecij + eij 

Let’s run this model in SPSS

mixed


mathach with femalec

 
/criteria = CIN(95)


/fixed = femalec | SSTYPE(3)


/method = ml


/print = solution testcov


/random intercept femalec | subject(school)


covtype(UN).

Analyze ( Mixed Models ( Linear (it’s the only option)

Click Reset (this will wipe out all of the options we selected last time)

Move School to the Subjects box and click Continue

You’ll be moved to a new window

Move Mathach to the Dependent Variable Box

Move femalec to the Covariate Box

Click Fixed 

-Click femalec in the Factors and Covariates box, now click Add in order to get it to 

 show up in the Model box on the right 

-Click Continue

Click Random 


-in the Random Effect 1 of 1 section, select Unstructured from the drop down 

  menu

-in the Random Effects section, check the box next to “Include Intercept;” now 

 select femalec from the Factors and Covariates box and click Add in order to get 

 it to show up in the Model box on the right

-in the Subject Groupings section at the bottom, move School to Combinations 

-Click Continue 

Click Estimation 

-in the Method section at the top, select Maximum Likelihood 

-Click Continue

Click Statistics 

-in the Model Statistics section, select Parameter estimates and Tests for 

 covariance parameters 

-Click Continue

Click OK

Mixed Model Analysis
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As of version 11.5, the syntax rules for the RANDOM subcommand have changed. Your

command syntax may yield results that differ from those produced by prior versions. If you

are using SPSS 11 syntax, please consult the current syntax reference guide for more

information.

a. 

Dependent Variable: mathach.

b. 
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a. 


Fixed Effects
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Dependent Variable: mathach.

a. 
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Dependent Variable: mathach.

a. 


Intercept: the grand mean of mathach scores at the mean of gender is significantly different from zero. We don’t care about this test any more now than we did when running the intercepts only model.

Femalec: Controlling for school membership, gender is significantly related to math achievement (i.e., women have lower mean scores on the math achievement test).

Our fixed effects equation for this model looks like this:

Predicted mathach = 12.62 – 1.38(femalec)

Covariance Parameters
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Dependent Variable: mathach.

a. 


Residual: There is a significant amount of variance in mathach scores that is not explained by either the intercepts, slopes, or the interaction between intercepts and slopes
Interpreting UN(1,1): *Divide this p-value by 2 because it is providing a significance test for a variance estimate* (p < .001) There is significant variability in the mean math achievement score (i.e., the intercepts) for a person with “average” gender (controlling for school membership).

Interpreting UN(2,2): *Divide this p-value by 2 because it is providing a significance test for a variance estimate* (p = .125) There is not significant variability in the gender difference across schools (i.e., recall that the gender difference is one way of interpreting this slope given that gender is a dichotomous variable). Alternatively, the relationship between gender and mathach does not vary significantly across schools.
Interpreting UN(2,1): there is not significant variability in the relationships between the intercepts and slopes (i.e., gender differences) across the schools.

Multilevel Model with Level 1 and Level 2 Predictors

(But no cross-level interaction yet)

Let’s look at the model being estimated here in layman’s terms:

Predicted mathach = constant + b1(femalec) + Level 1 error variance + b2(sizec) +  random error
Note that there is no error variance term associated with Level 2. This is because our Level 2 predictor (sizec) is a fixed effect. Sizec must be treated as a fixed effect because we don’t have any level 3 predictors that would be used to explain the variance in sizec, our Level 2 predictor.

What follows are the Level 1 and Level 2 equations using more formal notation.

Level 1: Predicted Mathachij = β0j + β1j(femalec)ij + eij

What do you notice about the Level 1 equation here? It is identical to the Level 1 equation that we estimated in the last model, i.e., the model with only a Level 1 predictor. It looks the same because we haven’t technically done anything to our Level 1 model (in this form) by adding a Level 2 predictor. The parameter estimates (e.g., β0j) will change by adding a Level 2 predictor, so ultimately the outcome of this equation will be different than it was for the previous model.

Level 2: β0j = γ00 + γ01(sizec)j + u0j

  β1j = γ10 + u1j
Note: sizec only appears in the equation for β0j because (at this point) we are only estimating a model that considers the “main effect” of sizec on mathach. That is, sizec is a Level 2 predictor in this model, but we haven’t yet allowed for the possibility that it may interact with femalec.
γ00  represents the grand mean of mathach scores at the mean gender and the mean size
γ01 represents the relationship between mathach scores and size (i.e., it is a slope)

u0j represents the deviation from the grand mean for a particular school. Again, the subscript j indicates that this deviation from the grand mean can vary across schools.

γ10 represents the average slope for the gender-mathach relationship across schools. This is a fixed effect (the average slope across schools must be the same for all schools).

u1j represents the deviation of a particular school’s slope from the average slope across schools. This is a random effect (the slope is allowed to differ across schools, so the deviation from the average slope must also differ across schools).

Subbing the Level 2 equations into the Level 1 equation gives us this:

Predicted Mathachij = γ00 + γ01(sizec)j + u0j + (γ10 + u1j)femalecij + eij
And putting the above equation into a reduced form equation gives us this:

Predicted Mathachij = γ00 + γ01(sizec)j + γ10(femalec)ij + u0j + u1j(femalec)ij + eij
Let’s run this model in SPSS:
mixed


mathach with femalec sizec

 
/criteria = CIN(95)


/fixed = femalec sizec | SSTYPE(3)


/method = ml


/print = solution testcov


/random intercept femalec | subject(school)


covtype(UN).
Analyze ( Mixed Models ( Linear (it’s the only option)

Click Reset (this will wipe out all of the options we selected last time)

Move School to the Subjects box and click Continue

You’ll be moved to a new window

Move Mathach to the Dependent Variable Box

Move femalec and sizec to the Covariates Box

Click Fixed

-Click femalec in the Factors and Covariates box, now click Add in order to get it 

to show up in the Model box on the right 

-Click sizec in the Factors and Covariates box, now click Add in order to get it to 


show up in the Model box on the right 

-Click Continue

Click Random 


-in the Random Effect 1 of 1 section, select Unstructured from the drop down 
menu

-in the Random Effects section, check the box next to “Include Intercept;” now 

select femalec from the Factors and Covariates box and click Add in order to get 

it to show up in the Model box on the right

-in the Subject Groupings section at the bottom, move School to Combinations 

-Click Continue 

Click Estimation 

-in the Method section at the top, select Maximum Likelihood 

-Click Continue

Click Statistics 

-in the Model Statistics section, select Parameter estimates and Tests for 

 covariance parameters 

-Click Continue

Click OK

Mixed Model Analysis
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As of version 11.5, the syntax rules for the RANDOM subcommand have changed. Your

command syntax may yield results that differ from those produced by prior versions. If you

are using SPSS 11 syntax, please consult the current syntax reference guide for more

information.

a. 

Dependent Variable: mathach.

b. 
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Dependent Variable: mathach.

a. 


Fixed Effects
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Dependent Variable: mathach.

a. 
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Dependent Variable: mathach.

a. 


Here is the fixed effects equation:

Predicted mathach = 12.64 – 1.39*(femalec) - .0006*(sizec)

Controlling for school size and school membership, gender is significantly related to math achievement scores. More specifically, it appears that females perform more poorly on the math achievement test than males do, controlling for school size and membership.
Controlling for school membership and gender, school size is not significantly related to match achievement scores.

Covariance Parameters
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Dependent Variable: mathach.

a. 


Interpreting UN(1,1): there is significant variability in the mean math achievement score (i.e., the intercepts) for a person with the “average” gender and average school size (controlling for school membership).

Interpreting UN(2,2): there is not significant variability in the gender difference across schools controlling for school size.

Interpreting UN(2,1): there is not significant variability in the relationships between the intercepts and slopes (i.e., gender differences) across the schools controlling for school size.

Multilevel Model with Level 1 and Level 2 Predictors with 

A Cross-Level Interaction

Let’s look at the model being estimated here in layman’s terms:

Predicted mathach = constant + b1(femalec) + Level 1 error variance + b2(sizec) + b3(femalec*sizec) + random error
Now for the more “notated” version:

Level 1: Predicted Mathachij = β0j + β1j(femalec)ij + eij
The Level 1 equation still looks like it did in the past two models. This is because the cross level interaction that we’re proposing doesn’t show up until we get to the Level 2 equations (as it contains a Level 2 variable).

Level 2: β0j = γ00 + γ01(sizec)j + u0j

  β1j = γ10 + γ11(sizec)j + u1j
γ00  represents the grand mean of mathach scores at the mean gender and the mean size

γ01 represents the relationship between mathach scores and size (i.e., it is a slope)

u0j represents the deviation from the grand mean for a particular school. Again, the subscript j indicates that this deviation from the grand mean can vary across schools.

γ10 represents the average slope for the gender-mathach relationship across schools. This is a fixed effect (the average slope across schools must be the same for all schools).
γ11 represents the effect of sizec on the relationship between femalec and mathach (this is the coefficient for the cross level interaction)
u1j represents the deviation of a particular school’s slope from the average slope across schools. This is a random effect (the slope is allowed to differ across schools, so the deviation from the average slope must also differ across schools).
Now, subbing Level 2 equations into Level 1 gives us this:

Predicted Mathachij = (γ00 + γ01sizecj + u0j) + (γ10 + γ11sizecj + u1j)*femalecij + eij
Putting the above info into a reduced form equation gives us this:

Predicted Mathachij = γ00 + γ01sizecj + γ10*femalecij + γ11sizecj*femalecij + u0j + u1j*femalecij + eij
Let’s run this model in SPSS:

mixed


mathach with femalec sizec

 
/criteria = CIN(95)


/fixed = femalec sizec femalec*sizec | SSTYPE(3)


/method = ml


/print = solution testcov


/random intercept femalec | subject(school)


covtype(UN).

Analyze ( Mixed Models ( Linear (it’s the only option)

Click Reset (this will wipe out all of the options we selected last time)

Move School to the Subjects box and click Continue

You’ll be moved to a new window

Move Mathach to the Dependent Variable Box

Move femalec and sizec to the Covariates Box

Click Fixed


-Click femalec in the Factors and Covariates box and hold down and drag your 


cursor over sizec so that both terms are highlighted, now click Add in order to get 


femalec, sizec, and femalec*sizec to show up in the Model box on the right. 


You’ve now created the interaction term that you’ll need to run this model.


-Click Continue

Click Random 


-in the Random Effect 1 of 1 section, select Unstructured from the drop down 
menu

-in the Random Effects section, check the box next to “Include Intercept;” now 

select femalec from the Factors and Covariates box and click Add in order to get 

it to show up in the Model box on the right

-in the Subject Groupings section at the bottom, move School to Combinations 

-Click Continue 

Click Estimation 

-in the Method section at the top, select Maximum Likelihood 

-Click Continue

Click Statistics 

-in the Model Statistics section, select Parameter estimates and Tests for 

 covariance parameters 

-Click Continue

Click OK

Mixed Model Analysis
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As of version 11.5, the syntax rules for the RANDOM subcommand have changed. Your

command syntax may yield results that differ from those produced by prior versions. If you

are using SPSS 11 syntax, please consult the current syntax reference guide for more

information.

a. 

Dependent Variable: mathach.

b. 
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Dependent Variable: mathach.

a. 


Fixed Effects
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Dependent Variable: mathach.

a. 
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Here is the fixed effects equation:

Pred(math achievement) = 12.63 – 1.32*(femalec) - .0005*(sizec) - .0007*(femalec*sizec)

Controlling for school size, the interaction between school size and gender, and school membership, gender is significantly related to math achievement scores. Females appear to score more poorly on the math achievement test than do males.
Controlling for school membership, gender, and the interaction between gender and school size, school size is not significantly related to math achievement scores.

Controlling for school membership, gender, and school size, the interaction between school size and gender on math achievement is statistically significant. The gender difference is larger in larger schools. 
If you consider gender the moderator: the relationship between school size and math achievement is more negative for females than it is for males. 

For females

Predicted mathach = 12.63 – 1.32(.47) – .0005(sizec) – .0007(.47*sizec)

Predicted mathach = 12.63 – .6204 – .0005(sizec) – .000329(sizec)

Predicted mathach = 12.01 – .0008(sizec)

For males

Predicted mathach = 12.63 – 1.32(-.53) – .0005(sizec) – .0007(-.53*sizec)

Predicted mathach = 12.63 + .6996 – .0005(sizec) + .000371(sizec)

Predicted mathach = 13.33 – .00012(sizec)

If you consider school size the moderator: the relationship between gender and math achievement is more negative for larger schools than it is for smaller schools

For large schools (1SD above the mean)

Predicted mathach = 12.63 – 1.32(femalec) – .0005(1661) – .0007(femalec*1661)

Predicted mathach = 12.63 – 1.32(femalec) – .8305 – 1.167(femalec)

Predicted mathach = 11.80 – 2.48(femalec)

For small schools (1SD below the mean)
Predicted mathach = 12.63 – 1.32(femalec) – .0005(451) – .0007(femalec*451)

Predicted mathach = 12.63 – 1.32(femalec) – .2255 – .3157(femalec)

Predicted mathach = 12.40 – 1.53(femalec)

Covariance Parameters
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Interpreting UN(1,1): there is significant variability in the mean math achievement score (i.e., the intercepts) for a person with the “average” gender and average school size after controlling for the interaction between gender and school size (controlling for school membership).

Interpreting UN(2,2): there is not significant variability in the relationship between gender and mathach (i.e., the gender difference) across schools controlling for school size and the interaction between school size and gender.

Interpreting UN(2,1): there is not significant variability in the relationships between the intercepts (i.e., mean mathach scores) and slopes (i.e., gender differences) across the schools controlling for school size and the interaction between school size and gender.

Summary

We were interested in exploring the relationship between students’ math achievement scores and gender, school size, and the interaction between gender and school size while accounting for the nesting of students within schools. The final model (with the cross level interaction) suggests that there is a gender difference in math achievement scores such that women perform worse on this test than men and that this gender difference is larger is larger schools (both results controlling for school membership). The covariance parameters suggest that there are still differences among the schools in their mean math achievement scores that are not explained by school size, student gender, and the interaction between these two variables. There is no statistical evidence that the observed gender difference varies across the schools. 



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































