Psychology 521/621

Fall 2007
Laboratory Assignment #5
Due:  October 31, 2007 at 1 PM
Find an example of the use of a correlation or regression analysis

1.  Your task is to find an empirical journal article that uses significance tests for either a correlation or a simple regression (i.e., one predictor and one outcome). In no more than one page, you are to summarize the article in general, discuss specifically what was concluded based on the result of a significance test for either a correlation or a simple regression (if more than one is presented choose the most interesting one and discuss the conclusion reached from that one test), and offer a brief critique of the paper. Be sure to include a copy of the article with your assignment.

Exercises

Note:  This lab is a bit longer than the previous labs, but it will give you a nice tour of correlation and regression analyses and their relationships with topics we already know.  You should find Lessons 31 and 33 in Green and Salkind (2008) helpful when working on this lab.  Use the  = .05 level for all significance tests.  Round your correlation coefficients and regression coefficients to two significant digits (e.g., r = .34 and b = 2.35).  
2.  Some people think that they do their best work in the morning, whereas others claim that they do their best work at night.  We have categorized 20 office workers into morning or evening people (0 = morning, 1 = evening) and have obtained independent estimates of the quality of work they produced on some specified morning.  The ratings were based on a 100-point scale and appear below.  You will want to input this data into SPSS.
	Evening Person?
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Performance
	65
	80
	55
	60
	55
	70
	60
	70
	55
	70

	
	
	
	
	
	
	
	
	
	
	

	Evening Person?
	0
	0
	0
	1
	1
	1
	1
	1
	1
	1

	Performance
	40
	70
	50
	40
	60
	50
	40
	50
	40
	60


Part I:  Initial Analyses
a)  Conduct a t-test for independent means on this data and state your conclusions in APA format.  Note that Performance is the dependent variable and Evening/morning person is the independent variable.
b)  Create a scatterplot with this data with performance on the y-axis and group membership as a morning or evening person on the x-axis.  Very briefly describe the pattern in the data that you see.

c)  Compute the correlation coefficient between the indicator for "morning/evening" people and performance and state what this correlation coefficient is.  Interpret the meaning of the correlation coefficient in this context.  What is the null hypothesis for this test?  What is the p-value for this hypothesis test?  Do you reject or not reject the null hypothesis in this case?  
d)  Compute the regression equation predicting productivity from group membership and write out what that regression equation is.  We will focus our significance test on the slope of this regression line.  Interpret what this regression coefficient means in the context of this example. What is the p-value for the regression coefficient for tobacco consumption?  What is the null hypothesis for this significance test?  Do we reject or not reject this null hypothesis?  

Part II:  Comparing Analyses

e)  We've now conducted 3 hypothesis tests and have computed three p-values.  Compare these three p-values and state what you notice.

f)  Let's look more closely at the results of part a) and part d).  Note the mean productivity level for morning people from part a) and compare it to the constant in the regression equation.  What do you notice?  What does this tell you about the interpretation of the regression constant in this analysis?  Note the difference in mean productivity levels between morning and evening people in part a) and compare it to the regression slope.  What do you notice?  What does this tell you about the interpretation of the regression slope in this analysis?  
e)  Let's look more closely at the results of part c) and part d).  Included in the SPSS output for the regression analysis is a table labeled "coefficients" (from which you found the coefficients for the regression equation).  Included in that table a column called "Standardized Coefficients" and "Betas".  What this column gives you is the coefficients for a regression equation that would have resulted if you had first standardized your variables (so that each had a mean of zero and a variance of one).  The regression equation for the standardized variables could be written as follows:
(Standardized performance score) = 

0 + b*(Standardized indicator of group membership)         or
(Standardized performance score) = 

0 - .54*(Standardized indicator of group membership)         

Compare this standardized regression coefficient with the correlation coefficient you computed in part c).  What do you notice?  

Problem 1 continued

f)  Now let's compare the results of part a) to part c).  We've discussed in class one kind of effect size measure called the standardized mean difference (e.g., d, g, and ) for use when comparing group means.  These are called "d family" effect size measures.  Another group of effect size measures that is commonly used is called the "r family" effect size measures (for reasons that will be clear very soon).   Use the following formula to compute the effect size r from your results in part a):  
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 , where t = the value of the t-statistic you observed and df is the degrees of freedom for the t-distribution for your t-test.  Compare this effect size r with the correlation coefficient you computed in part c).  (Note: for this exercise, ignore the difference in sign.)  
g)  What do you think the purpose of this exercise has been?

h)  One final measure of effect size (another member of the r family of effect sizes) is r2.   Compute this value and interpret its meaning.  If we wanted to predict performance scores, then r2 has an additional interpretation as the "proportional reduction in error" (PRE).  Interpret the meaning of r2 as the "proportional reduction in error" in this example.
3.  Frank Anscombe illustrates an important principle in regression and correlation by comparing the results of 4 data sets.  These data sets (A, B, C, and D) should have been provided to you.  In each data set there are two variables X and Y. In each of the four datasets, calculate the correlation coefficient between the variables X and Y and note what it is and its p-value in the table below.  Then compute the regression equation predicting Y from X and write the regression equation and the p-value for the slope coefficient in the second table below.
	Data Set
	Correlation Coefficient
	p-value

	A
	
	

	B
	
	

	C
	
	

	D
	
	


	Data Set
	Regression Equation
	p-value for slope coeff.

	A
	
	

	B
	
	

	C
	
	

	D
	
	


a)  Given the tables above, what is a reasonable conclusion to draw about the similarity of the relationships between X and Y across the four data sets?
b)  Now create scatter plots for each of the data sets.  Put the Y variable on the y-axis and the X variable on the x-axis.  Based on these scatterplots, now what do you conclude about the similarity of the relationships between X and Y across the data sets.
c)  What do you think was the purpose of this exercise?

_1097043814.unknown

