Psychology 522/622

Winter 2008
Lab 5:  Multilevel Modeling I
This lab lecture illustrates the use of multi-level modeling.  The primary question we want to answer is whether scores on a science test are related to how “urban” a child’s background is (i.e., the degree that the child has lived his or her life entirely in an urban environment).  Higher scores on this “urban” variable indicate a more urban background.  
DATAFILE: SCHOOLS.SAV
Let’s write out our equation:

Ŷscience = b0 + b1(urban) 

b0 = constant

b1 = regression coefficient for urban
Level 1 predictors: urban

Level 2 predictors: ? we don’t have any level two predictors

Let’s first look at how mean test scores (averaging over urban) vary across schools.

Analyze ( Compare Means ( Means

Move Science to the DV box and group to the IV box

Click Options, select ANOVA table and eta squared

Click Continue, Click OK.

NOTE: Let’s assume that GROUP = SCHOOL
MEANS

  TABLES= science  BY group

  /CELLS MEAN COUNT

  /STATISTICS ANOVA .

Means
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As you can see, there are 160 children within 16 groups (i.e., schools).  It just so happens that there are 10 children per school. The mean science test score ranges from 3-19.5. From just a cursory overview of these means, it appears that science test scores differ across schools (again, we’re still averaging over urban at this point).
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Here we get a significant test that indicates that mean science test scores are significantly different across schools. Thus, our initial scan of means and the associated ANOVA imply that we may need to use a multilevel model in our analyses.

Recall that the model we are estimating with this test looks like this:

Ŷscience = b0 + b2(dummy for school 2) + … + b16 (dummy for school 16)

b0 = mean for school 1

Initial Multilevel Model (AKA, the Intercepts Only Model)
Here we conduct an initial multilevel model without using “urban” as a predictor.  Our goal is to assess the amount of dependency among the cases due to the nesting of children within groups (i.e., schools).

The equation looks like this:

Ŷscience = constant + Level 1 error variance + random error
mixed


science 


/criteria = cin(95)


/fixed = | sstype(3)


/method = ml


/print = solution testcov


/random intercept | subject(group) covtype(un).

Analyze ( Mixed Models ( Linear (it’s the only option)

Move Group into the Subjects box, click Continue

You’ll be moved to a new window

Move Science to the Dependent Variable Box

Click Random 


-in the Random Effect 1 of 1 section, select Unstructured from the drop down 

  menu

-in the Random Effects section, check the box next to “Include Intercept” 

-in the Subject Groupings section at the bottom, move Group to Combinations 
-Click Continue 
Click Estimation 
-in the Method section at the top, select Maximum Likelihood 

-Click Continue

Click Statistics 
-in the Model Statistics section, select Parameter estimates and Tests for 
 covariance parameters 
-Click Continue

Click OK (whew!)
Mixed Model Analysis
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Fixed Effects
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Note:  This effect suggests that the average science test score differs significantly from zero. This is not all that interesting. This is just like the significance test for the constant/y-intercept that we get when we run a multiple regression. And, just like in multiple regression, we’re typically not interested in the significant test associated with the intercept.
Covariance Parameters
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The Residual is the estimated variance in the science test scores not explained by group (i.e., school) membership. There is significant residual variance (as is typically the case). This is important as we start to add predictors that hopefully will reduce this residual variance.

The Intercept Variance is the estimated variance in the 16 group means (we’re still averaging over urban here). This gives us similar information to the ANOVA we ran in the beginning, that is, there is significant variance in these means across groups. Note that we need to divide the p-value provided by SPSS by 2 in order to get an accurate p-value. 

( .005/2 = .0025

Why do we divide p-values for variances in half? A variance cannot be negative, so we should be using a one-tailed test when testing to see if it significant (rather than the standard 2-tailed test provided by SPSS). 

From this output we can compute the Intraclass Correlation (ICC) which indexes the dependency in the science scores due to group membership. 

ICC = Variance in Intercepts / (Variance in Intercepts + Variance in Residual)

        = 23.92 / (23.92 + 1.98)

        = .92

Remember that the ICC ranges from 0 to 1. What do these values mean?

	ICC value
	Within group/ residual variance?
	Between group/ intercept variance?
	Independence assumption?

	Closer to 1
	Relatively low
	Relatively high
	Likely violated

	Closer to 0
	Relatively high 
	Relatively low
	Likely OK to assume


Here the estimated ICC is substantial; science scores in a particular school are much more like one another compared to a randomly chosen science score from another school. What if the ICC was low (near zero)? What would we say then? In that case, we would say that it appears that average science test score does not vary much across schools, and that students within a particular school are not more likely to score similarly to one another than they are to students from a different school. 

But again, our ICC is .92. Given this dependency of science test scores on the school, we cannot safely ignore the group structure.
You’d want to calculate the ICC to help you determine whether or not you need to analyze your data using a multilevel model.

Adding a Level 1 Predictor to the Multilevel Model

We now turn to adding the “urban” variable in our prediction of science test scores.

We will first want to center the urban variable for use in the multilevel model.
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The mean urban score is 14.425 so we’ll create a new variable “urbanc = urban – 14.425.” (this variable, centered at the grand mean of motivation, has already been created for you in the data set)
This is the model we’ll be testing:

Ŷscience = constant + b1(urbanc) + Level 1 error variance + random error

mixed


science with urbanc

/criteria = cin(95) 


/fixed = urbanc | sstype(3)


/method = ml


/print = solution testcov


/random intercept urbanc | subject(group) covtype(un).

Analyze ( Mixed Models ( Linear (it’s the only option)

Click Reset (this will wipe out all of the options we selected last time)
Move Group to the Subjects box and click Continue

You’ll be moved to a new window

Move Science to the Dependent Variable Box

Move Urbanc to the Covariate Box

Click Fixed 
-Click Urbanc in the Factors and Covariates box, now click Add in order to get it to 

 show up in the Model box on the right 

-Click Continue
Click Random 


-in the Random Effect 1 of 1 section, select Unstructured from the drop down 

  menu

-in the Random Effects section, check the box next to “Include Intercept;” now 

 select Urbanc from the Factors and Covariates box and click Add in order to get 

 it to show up in the Model box on the right
-in the Subject Groupings section at the bottom, move Group to Combinations 

-Click Continue 

Click Estimation 

-in the Method section at the top, select Maximum Likelihood 

-Click Continue

Click Statistics 

-in the Model Statistics section, select Parameter estimates and Tests for 

 covariance parameters 

-Click Continue

Click OK

Mixed Model Analysis
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As of version 11.5, the syntax rules for the RANDOM subcommand have changed. Your

command syntax may yield results that differ from those produced by prior versions. If you

are using SPSS 11 syntax, please consult the current syntax reference guide for more

information.
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Fixed Effects
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Here we see our regression-like output.
*Note: We don’t see “group” anywhere in our model. That’s because when we do our analyses within a multilevel modeling framework, the “group” variable is operating in the background. This is important to note because although it doesn’t appear in our output, it is an implicit part of the model we’re testing. So, when we interpret the intercept and the coefficients, we need to include the phrase, “controlling for group” (i.e., school).

The Intercept

The average science test score (at the mean of urbanc) is 9.89 which differs significantly from zero controlling for school. Again, this hypothesis test is not typically of substantive interest. 
Urbanc
Urbanc is a significant predictor of science test scores, controlling for school, with a coefficient of -.87 (p < .001). What this means is that children with a more urban background tend to do less well on the science test (controlling for school).  

Covariance Parameters
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	Parameter Name
	What’s being estimated?
	Say what??

	Residual
	Variance unaccounted for by 1) intercepts, 2) slopes, and 3) the covariance between intercepts and slopes
	In other words, everything else

	UN (1,1)
	Variance in intercepts
	Differences in group means

	UN (2,1)
	Covariance between intercepts and slopes
	Is there a relationship between a group’s mean on the DV and the slope for that group?

	UN (2,2)
	Variance in regression slopes
	Differences in urban-science relationship across groups


Residual: Here we still see significant variation in science test scores not explained by urbanc and group membership. However, the estimate here (.27) is much smaller than what it was without urbanc (1.98).  

UN(1,1) is the variance in the intercepts of the 16 groups (i.e., mean science test scores for one with an average value of urban). This is the same significance test as what we saw for the Intercept row in our prior model. There is significant variance in these intercepts across the 16 groups (p = .0025, remembering to halve this p-value for variances).

UN(2,2) is the variance in the regression slopes of the 16 groups (i.e., the relationship between science scores and the urban variable). There is significant variance in these slopes across the 16 groups (p = .0045, remembering to halve this p-value for variances). Significance here indicates that random slope coefficients are appropriate in this model.
If we had variables at the level of the groups (i.e., Level 2 variables), we could see whether these group-level variables explain some of this significant variation in the intercepts and slopes of these 16 groups.

UN(2,1) is the covariance between the 16 intercepts and slopes. This covariance is not statistically significant (p = .79, noting that we do not halve this p-value as a covariance can be positive or negative motivating the need for a two-tailed test). Therefore, mean science test score (i.e., intercept) and the urban-science relationship (i.e., slope) for a particular school are not significantly related.
In summary, an urban background is significantly and negatively related to science test scores controlling for group membership. There is significant variance in the intercepts and slopes across the 16 groups. If we had some group-level variables, we could explore whether these group-level variables explain this variation. As we don’t have such information, we’ll stop here.
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