Psychology 522/622

Lab Lecture 4:

Mediation & ANCOVA

Objectives:

1) Demonstrate the Baron & Kenny (1986) test of mediation

2) Review Sobel’s test of indirect effects

3) Demonstrate how to conduct and interpret the output associated with an ANCOVA.

MEDIATION

DATAFILE: JOBSECURITY.SAV
Past research has shown that relationship with one’s supervisor (Relsup) is positively associated with job security (Jobsec). However, we believe that this relationship is mediated by the opportunities for promotion (Promo), such that a positive supervisor-subordinate relationship will lead to more opportunities for promotions, and greater opportunities for promotion is thought to cause higher levels of job security. Below is the mediational model we wish to test:
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The Baron & Kenny Approach
Step 1: Simple regression of jobsecurity on relsup
Go to Analyze(Regression(Linear.

Move Jobsecurity to the DV box

Move Relsup to the IV box.

Click Continue and OK.

**Note: we’re covering just the very basics here, but in practice you would want to go through all of the same preliminary steps that you would when running any kind of multiple regression (i.e., checking your assumptions, checking for outliers, etc.)
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Step 1 results: There is a significant relationship between jobsecurity and relsup, so we go on to Step 2.
Step 2: Simple regression of promo on relsup
Go to Analyze(Regression(Linear.

Move Promo to the DV box

Move Relsup to the IV box.

Click Continue and OK.
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Step 2 results: There is a significant relationship between relsup (the IV) and promot (the mediator) so we move on to Step 3/Step 4.

Steps 3 and 4: Multiple regression of jobsecurity on relsup and promot

Go to Analyze(Regression(Linear.

Move Jobsecurity to the DV box

Move Promot and Relsup to the IV box.

Click Continue and OK.
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Step 3 results: There is a significant relationship between promot and jobsecurity

Step 4 results: There is a nonsignificant relationship between relsup and jobsecurity. 

Step 1/Step 4 relsup-jobsecurity comparison: 

· Step 1: B = .152, p = .01

· Step 4: B = .096, p = .126

Conclusion: Using the Baron & Kenny approach, it appears that opportunities for promotion fully mediate the relationship between relationship with one’s supervisor and feelings of job security.

The Sobel Test of Indirect Effects
Using the information from the regressions we just ran, we can conduct Sobel’s test of indirect effects. We need to obtain the values for a and b shown in the diagram above, and then determine whether or not their product divided by some standard error is statistically different from zero.

1) Compute the indirect effect of relsup on jobsecurity


a. we get this value from the regression of promot on relsup (i.e., B&K Step 2);


Ba = .352


b. we get this value from the regression of jobsecurity on relsup and promot (i.e., 

B&K Step 3 and 4)

Bb = .158
Indirect effect = .352*.158 = .056

2) Compute the SE of the indirect effect

· Ba = .352; s2a = .0572; Bb = .158; s2b = .0692
· √[B2a*s2b + B2b*s2a] = √[.124*.005 + .025*.003] =
· √[.0018 + .0005] =

· .0262
3) Divide the indirect effect by its SE


Z = .056/.0262 = 2.14, so p < .05
Comparison of the Baron & Kenny and Sobel Approaches
Using the Baron & Kenny approach, we showed that promot fully mediates the relationship between relsup and jobsecurity. Sobel’s test of indirect effects indicated that there is an indirect effect of relsup on jobsecurity through promot. So, the two tests are in agreement. Great! *Side note: for fun I ran this mediated model using SEM, and the results indicate that the data fit the model well, so we have support for our mediated model no matter which method we choose-this is a good thing.*  
If you’d like to play around a bit more with the Sobel test, visit Kris Preacher’s website: http://www.psych.ku.edu/preacher/sobel/sobel.htm
ANCOVA

DATAFILE: FIXACAR.SAV
Sam was interested in the relationship between college professors’ academic discipline and their actual ability to fix a car, holding constant mechanical aptitude. Five professors were randomly selected from mechanical engineering, psychology, and philosophy departments at a major university. Each professor completed a test of mechanical aptitude. Scores on this test have a mean of 100 and a standard deviation of 15. The professors then rated on how well they performed four automotive tasks: changing oil, changing the points and plugs, adjusting the carburetor (this is an old example), and setting the timing on a 1985 Pontiac. Ratings were based on the degree of success in completing a task and the amount of time needed to complete it. We’ve standardized each of these four variables and then summed them to create a single measure of the professors’ mechanical performance efficiency. Lower scores reflect more efficiency at completing the automotive tasks.  
Dependent Variable:
Mechanical performance efficiency (INEFFICIENCY)
Independent Variable:
Academic discipline (GROUP).

Covariate:  
Score on test of mechanical aptitude (MECHAPT), the lower the greater the mechanical aptitude
Initial Descriptive Statistics and Analyses
Analyze(Compare Means(Means
Move Professor type to the IV box

Move Inefficiency ratings and Mechanical aptitude test score to the DV box

Click Options, Select the box for “ANOVA table and eta”

Click Continue, Click OK.

Syntax

means variables = inefficiency mechapt  by group


/cells = mean stddev
/statistics = anova.
Means
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Let’s focus on the first ANOVA: It appears that inefficiency ratings differ by professor type. That is, certain types of professors are more inefficient than others. Remember that we have 3 groups of professors, so this is a multi-df test. We don’t know exactly which groups differ from one another.
Now the second ANOVA: It looks like certain groups of professors also have higher scores on the mechanical aptitude test than other groups of professors. Again, this is a multi-df test so we don’t know where the action is. Since we’re not especially interested in mechanical aptitude as a DV, but we know that there are significant mean differences between our groups on this variable, that implies that we may want to include it as a covariate.
ANCOVA Analysis
Step 1:  Test of Homogeneity of Slopes Assumption

Let’s test the homogeneity of slopes assumption to determine whether it’s appropriate to proceed with our ANCOVA analysis.

Analyze ( GLM ( Univariate

Move Inefficiency to the DV box

Move group to the IV box

Move mechapt to the Covariate box

Click Model

Click Custom at the top of the window

Select Group in the Factors and Covariates box and move it to the Model box

Select mechapt in the Factors and Covariates box and move it to the Model box

Click Group, now click mechapt. Make sure they are both highlighted! Now click the arrow below “Build Term.” You should see group*mechapt appear in the Model box.
Click Continue, Click OK.

Syntax

UNIANOVA


inefficiency by group with mechapt

/method = sstype(3)


/design = group, mechapt, group*mechapt.

Univariate Analysis of Variance
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This is the line we’re most interested in for this step. Group*mechapt is not significant, so it is safe for us to assume homogeneity of slopes. We can proceed with our ANCOVA!
Step 2:  ANCOVA
Now let’s run the actual ANCOVA analysis:
Analyze(GLM(Univariate

Move Inefficiency to the DV box

Move group to the IV box

Move mechapt to the Covariate box

Click Model

Click Custom at the top of the window

Select Group in the Factors and Covariates box and move it to the Model box

Select mechapt in the Factors and Covariates box and move it to the Model box

*Note: you should NOT include the interaction term here. We already determined that our homogeneity of slopes assumption holds, meaning that there is no interaction between group and mechapt. So you leave the interaction term out of the model.*

Click Continue.

Click Options, move Group over to the “Display means for” box.

Select homogeneity tests and Descriptive statistics.

Click Continue, Click OK.
Syntax

UNIANOVA


inefficiency by group with mechapt


/method = sstype(3)


/print homogeneity


/emmeans=tables(group)


/design = group, mechapt.

Univariate Analysis of Variance
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Homogeneity of variance assumption seems adequate. 
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Our research question focuses on whether there are mean differences in the DV (inefficiency ratings) after adjusting for pre-existing differences in mechanical aptitude.  The GROUP source of variance is significant. What does this mean?

(There are differences between the groups in mechanical inefficiency after adjusting for pre-existing differences in mechanical aptitude.
Let’s compare our ANOVA/ANCOVA results

ANOVA


ANCOVA
SStotal = 146.373 ---------------
SScorr.total = 146.373

SSwithin = 52.592 ---------------
SSerror = 16.423
Fgroup = 10.70 -------------------Fgroup = 6.63
The corrected total SS is 146.373 which matches the original ANOVA results. Note that the SS for error (16.423) for the ANCOVA analysis is much smaller than in the SSwithin for ANOVA (52.592). The ANCOVA model has a smaller error term. However, notice that the F-statistic is smaller in the ANCOVA model compared to the ANOVA model. What is happening? Recall that mechanical aptitude also differed significantly among the groups. The fact that F is smaller in the ANCOVA than the ANOVA suggests that some of the initial group difference in the inefficiency ratings is explainable by mean differences in mechanical aptitude among the groups. When this mean difference in mechanical aptitude is statistically controlled, our adjusted group means are actually closer to one another. Though we are taking systematic variation out of the error term in the ANCOVA model (which you would think would raise power and lower p-values), this adjustment in means due to pre-existing differences in mechanical aptitude translates to a smaller F-statistic for the GROUPS variable in the ANCOVA model (6.63) relative to the ANOVA (10.70).  

What we have now are significant group differences after making an adjustment with our covariate MECHAPT. SPSS computes new group means for us, adjusted based on the covariate. The F-test for GROUP is a 2 df test so we don’t know where the action is. We’ll follow up this 2df test with some contrasts using the /lmatrix commands. 
Estimated Marginal Means
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Let’s compare these adjusted means with our original, unadjusted group means (reproduced below).
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Descriptively, there are differences in inefficiency rating across groups. And based on our F statistic for group, we know there is a significant difference somewhere, but because we have 3 groups (hence a 2 df test) we don’t know where those significant differences are. So…

We’ll need to use the lmatrix commands (remember these?) to conduct our apriori contrasts. 
Paste the syntax below into a blank SPSS syntax file in order to compute apriori contrasts for all groups. (File(New(Syntax)
UNIANOVA


inefficiency by group with mechapt


/method = sstype(3)


/print homogeneity


/emmeans=tables(group) WITH(mechapt=MEAN)

/lmatrix = 'Mech vs Eng' group -1 1 0


/lmatrix = 'Mech vs Phil' group -1 0 1


/lmatrix = 'Psych vs Phil' group 0 -1 1


/design = group, mechapt.

Custom Hypothesis Tests #1
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After adjusting for pre-existing differences in mechanical aptitude, the average inefficiency rating in the Mechanical Engineering group (Madj. = -1.88) was lower than the average inefficient rating in the Psychology group (Madj. = .92).
Custom Hypothesis Tests #2
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After adjusting for pre-existing differences in mechanical aptitude, the average inefficiency rating in the Mechanical Engineering group (Madj. = -1.88) was lower than the average inefficient rating in the Philosophy group (Madj. = .96).

Custom Hypothesis Tests #3
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After adjusting for pre-existing differences in mechanical aptitude, the average inefficiency rating in the Psychology group (Madj. = .92) did NOT differ significantly from the average inefficient rating in the Philosophy group (Madj. = .96).
Coming soon: Sample write up 
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