Psychology 521/621
Lab 2 Activities
More SPSS: Descriptive Statistics
Learning Objectives:


· Learn how to create and interpret frequency tables, bar charts, and histograms
· Learn how to cut-and-paste SPSS output into a Microsoft Word document

· Learn how to create means and standard deviations (overall and by groups) and how to create the effect size called the standardized mean difference

Frequency Tables and Bar Charts

Frequency tables and bar charts are basic graphical summaries of data.  They are useful to get an overall picture of how data for a particular variable are distributed.  Remember the ideas of symmetry, skew, and outliers from class?  These tables and charts help to learn about them for a particular data set.

Frequency Tables
DATAFILE: JOBS.SAV
Frequency tables give you information on how often various outcomes occur for a variable.  Consider the data in jobs.sav.  Here you have three variables:  gender, ethnicity, and job classification.  
We might be interested in the following questions:

· What are the percentages of men and women in the sample?

· What are the frequencies associated with each ethnic status category?

· How many participants are in each of the 10 job categories?

To answer these questions, we’ll look at some frequency tables.

Select Analyze ( Descriptive Statistics ( Frequencies.  Move the variables “gender,” “ethnic,” and “job” to the right window.  Click on the Statistics box.  Under the central tendency area, click Mode.  Click Continue.  Click OK.  
You will see the following output in the SPSS Output window.

Frequencies
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Note:  This is a useful table as it tells us how many cases there are for each variable.  There are 120 cases (i.e., participants in this study).  There are no missing values.  Also given is the mode for each variable (i.e., the most frequently occurring score for each category).  We don’t know what these numbers mean yet.  We’ll look below to get this information.

Frequency Table
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Note:  Most of the people in the sample are women.  We also get the percentages for each category.  Men constitute 48.3% of the sample and women constitute 51.7% of the sample.  We’ve answered our first question.

Note: You see 4 columns. Percent and valid percent will only differ if there are missing values in your dataset. Percent will take as your total the number of cases in the dataset, and it will calculate percentages based on that denominator. Valid percent utilizes only those cases that report info on this variable. It uses the number of cases with data on a particular variable as the denominator. In these cases, cumulative percent is based upon the valid percent column. For example, if you had 11 cases with missing data in your file, the table might look something like this:
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Note:  The most frequently occurring ethnic category in the sample is “White” with 51 cases.  Hispanic is the second most frequent category with 24 cases.  There are fewer Black, Asian, and Other cases.  We’ve answered our second question.
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Note:  We see the various job categories and the number of cases for each category.  Participants in the medical field are the most frequent at 20 cases whereas participants in the academic field are the second most frequent with 15 cases.  The job category with the lowest frequency is management with 5 cases.  We’ve now answered all three of our questions.  We now know a little more about the people in our sample.
Bar Charts
Bar charts are simply frequency tables in picture form.  Frequency tables are often used when just a few categories are present; bar charts tend to be used when several categories are present.  The reason for this is pictures and figures tend to take up more space than tables and with few categories it would be a waste of space to create a bar chart and include it in a paper or presentation.  

We’ll create two bar charts one for the gender variable and one for the job variable.

Select Analyze ( Descriptive Statistics ( Frequencies.  Click reset to clear the dialog boxes.  Move gender and job to the box on the right.  Click Charts.  Select Bar Charts.  Click Continue.  Click OK.  The output looks like the following (ignoring what we’ve already seen):
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Note:  As before we see that there are more women than men.  You can see how much space this chart took.
[image: image7.emf]Clerical

Management

Maintenance

Academic

Professional

Self-Employed

Medical

Skilled

Military

Unemployed

Job Category

0

5

10

15

20

Frequency

Job Category


Notes:  We see again that medical is most frequent, academic is 2nd most frequent, and so on.  Here we have a nice picture of the relative frequency of the various jobs.
Going from SPSS Output to Microsoft Word

It is often easier to work with output in Microsoft Word (or any other comparable word-processing program) when analyzing your data.  Someone you are working with may not have SPSS but most people can open and view a Word file.  Plus you can add comments or include output in your papers.  How do we do this?  

In the SPSS Output window, you’ll see two sides.  On the left, you’ll see what looks like an outline of the output.  On the right, you’ll see the actual output.  

There are several ways of getting your output into a word-processing document.  One way is simply to copy-and-paste output from the SPSS Output directly into your word-processing document.  I use this technique a lot.  

If you use this technique, there are at least two ways to do this.  The first way is to click on the output in the right window, copy the output that is highlighted and then paste it into Word.  There are two ways of copying the output.  One way is to simply copy it using Edit ( Copy (or ctrl-C).  Another way is to copy the object using Edit ( Copy Object (or ctrl-K).  For charts and plots, only the first technique will work on all versions of SPSS.  For numerical and text statistical output either technique will work.  The benefit of the Edit ( Copy technique is that you can edit the output (i.e., you can actually make changes to the numbers and text and fonts).  The downside of this technique is that often times the output is wider than the page in your word processing document which becomes and issue when you want to print.  You can change the font sizes to make the output fit, but why bother.  The benefit of the Edit ( Copy Object technique is that you are essentially taking a picture of the output.  After you paste into Word (using Edit ( Paste), you can click on the object and resize it by dragging the little black box in the lower right-hand corner.  This is useful.  You can resize charts, figures, and plots (again you’ll need to use the Edit ( Copy technique) in Word in just the same way.
If you want to copy a bunch of output, you can easily do so using the left “outline” window in the SPSS output viewer.  Simply select the content you want to copy and then follow the steps as before.  For example, if you want to select all of the output we just ran with frequency tables and bar charts, we would simply click on “output” in the left window.  All of the output should be highlighted.  If you wanted only the two barchart outputs, you could select the second “frequencies” line and then holding down the shift key, select the third “frequencies” line.  This should highlight all of the output for those two analyses.  Suppose you only wanted the first and third analyses we did.  Select the first frequency line and then holding down the crtl key select the third frequency line.  Now only the output for those two analyses should be highlighted and ready to copy.
Now you can add comments to your analyses as needed in a word-processing document.  This will likely be useful for the lab assignments in this course.
Histograms, Boxplots, Means, and Standard Deviations
(Overall and By Groups)
DATAFILE: ANALOGIES.SAV
A developmental psychologist compared 4-year olds and 8-year olds on their ability to understand the analogies used in stories.  The children’s understanding of analogies was scored on a scale from 1 (no understanding) to 10 (complete understanding).  The scores for the five 4-year olds tested were 7, 6, 2, 3, and 8.  The scores for the three 8-year olds tested were 9, 2, and 5.  The data appear in analogies.sav.

All Data Together
First we’ll take a look at the histogram for the children’s analogy scores over both age groups.  From the SPSS menus, Graphs( Histogram….  Move the “Level of understanding” variable to the box on the right.  Click OK.
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With so little data it is difficult to make meaningful verbal descriptions of this distribution of scores.  That said, there do not appear to be any outliers.

Next, we’ll create a box plot for these analogy scores.  From the SPSS menu, Graphs( Boxplot….  In the window that appears, select “simple” and “summaries of separate variables”.  Click “Define.” Move the “Level of understanding” variable to the box on the right.  Click OK.
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Nothing very interesting here.  No clear outliers.
Next, we’ll compute the mean (i.e., average) and standard deviation of the analogy scores over both age groups.  From the SPSS menus, Analyze ( Descriptives ( Descriptive Statistics.  Move the “Level of understanding” variable to the box on the right.  Click OK.
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We see that the mean level of understanding was 5.25 which is near the middle of the 1-10 scale.  We also see that the standard deviation of the level of understanding is 2.71.  We can roughly speak of this as the typical deviation from the mean value.  As such the standard deviation tells us about the variability of scores around the mean value.  

By Groups

We can ask SPSS for separate box plots by age group.  From the SPSS menus, Graphs( Boxplot….  In the window that appears, select “simple” and “summaries for groups of cases”.  Click “Define.” Move the “Level of understanding” variable to the variable box on the right and “age group” to the category axis box.  Click OK.
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Again, not much interesting with so little data.  However, we can see that the median for the 4-year olds is larger than the median for the 8-year olds.  (We know this from the dark horizontal bar in the middle of the box.  This bar represents the median.)
Now, we’ll get descriptive statistics for each of our two age groups.

Using the SPSS menus, first select Data ( Split File.  In the window, select “Organize output by groups.”  Select “Age group” and move it over to the box “Groups Based on.” Select “Sort the file by grouping variables.”  Click OK.  Now every analysis you run (e.g., using the Analysis menu routines) will be done for each group separately.

Now using the SPSS menus, select Analyze ( Descriptive Statistics ( Descriptives.  Move the “Level of understanding” variable to the box on the right.  Click OK.  (We could have asked SPSS for histograms for each age group, but we won’t do that here.)
Here is the output.

Age Group = 4-year olds
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Age Group = 8-year olds
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On average, the 8 year olds exhibited higher means on their understanding of analogies (i.e., 5.33 versus 5.20), but this mean difference is not very big.  To see this we can compute an effect size which gives us a practical description of the difference between these two means.  To compute the effect size we take the difference between the two means and then divide by one of the groups’ standard deviation.  Taking the standard deviation from the 4-year olds, the effect size is:
d = X(8yr olds) – X(4yr olds) =

            SD(4 yr olds)
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What this means is that the average level of understanding for the 8 year old group is .05 standard deviations above the average level of understanding for the 4 year old group.  Taking the standard deviation from the 8-year olds, the effect size is:
d = X(4yr olds) – X(8yr olds) =

            SD(8 yr olds)
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So the average level of understanding for the 4 year old group is .04 standard deviations below the average level of understanding for the 8 year old group.

Cohen provides a rule of thumb to interpret the practical magnitude of effect sizes in the d metric.  An effect (i.e., difference) is called “small,” “medium,” and “large” when d is .2, .5, and .8, respectively.  As you can see either way you compute d results in a practical difference that is less than the “small” convention set forward by Cohen.  In summary, the take home message is that if there is a difference between 4- and 8-year olds in their understanding of analogies, this difference (based on this small sample) is quite small.

Note in this little example that the difference between the groups is different when comparing means and medians (remember the boxplots).  This will sometimes be the case with small data sets.  If you were to see such a pattern with larger data sets, you would want to stop and explore your data further considering outliers, skew, and the potential use of transformations.
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