Psy 521/621

Fall 2007
Lab 10 Activities

Some Nonparametric Tests
Learning Objectives

· Learn to conduct and interpret the output of some nonparametric tests for independent groups designs in SPSS
· Learn to conduct and interpret the output of some nonparametric tests for dependent groups designs in SPSS


For Independent Groups Designs:

The Kruskal-Wallis Test with the Mann-Whitney Test for Post-hocs
Do blondes, brunets, and redheads differ in respect to extraversion? A researcher randomly samples 18 men (6 of each hair color) and administers a measure of social extroversion to each individual. 

We are going to conduct a Kruskal-Wallis test to investigate the relationship between hair color and extraversion so that you all get practice with it. However, realize that in most cases you would not necessarily plan to run nonparametric tests (unless you had some info in advance that indicated that the DV was not IID in the population of interest). In order to determine that a nonparametric alternative might be necessary, you’d do some digging into your data (e.g., boxplots, histograms) to determine whether distributional assumptions were met. If they are not met, you may consider deleting outliers or Windsorizing your sample to see what effect that has on the data, you may transform your data (e.g., square root or log transformations), or you may use a nonparametric alternative.
DATAFILE: LESSON 43 EXERCISE FILE 1

Go to Analyze( Nonparametric(K-independent samples test. Move Social Extroversion to the Test Variable box and Hair color to the Grouping Variable box. 
Click Define Range: Minimum = 1 and Maximum = 3 (as we have three levels and we have labeled the levels 1 through 3). Click Continue. 
Make sure that Kruskal-Wallis is selected in Test Type. 
Click Options, select Descriptive, Continue, and OK.
NPar Tests
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We can evaluate the effect size using the following formula:
η2 = X2/N-1 = 6.81/17 = .40

Because our overall KW test is significant, we will need to conduct follow-up pairwise analyses. We’ll do this using the nonparametric alternative to the independent t test, the Mann Whitney U test.
Go to Analyze(Non-parametric(2 independent samples. 
Move Social Extroversion to the Test Variable box and Hair color to the Grouping Variable box. 
Click Define Range: Minimum = 1 and Maximum = 2 (we will run three tests in order to evaluate each possible pairwise comparison). Click Continue. 
Make sure that Mann Whitney U test is selected in Test Type. 
Click Options, select Descriptives and Continue. Click Paste.
**Let me give you an example of how syntax can be helpful. You should see this in your syntax window:

NPAR TESTS

  /M-W= extrover   BY hair(1 2)

  /MISSING ANALYSIS.

Copy this syntax and paste it twice. Now change the numbers in the parentheses after hair so that your syntax looks like this:

NPAR TESTS

  /M-W= extrover   BY hair(1 2)

  /MISSING ANALYSIS.

NPAR TESTS

  /M-W= extrover   BY hair(1 3)

  /MISSING ANALYSIS.

NPAR TESTS

  /M-W= extrover   BY hair(2 3)

  /MISSING ANALYSIS.

Now go to Run ( All
 NPar Tests
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Repeat comparing groups 2 & 3:

NPar Tests
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Repeat comparing groups 1 & 3:

NPar Tests
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So what’s going on here? What SPSS has kindly done for you is to rank all of the extraversion scores, regardless of group. It then calculates a mean rank for each group (i.e., blond, brunette, redhead). These are the values you see in the “Ranks” table. The significance tests are then conducted using the ranks instead of the original data.
Now let’s create a boxplot to show the differences in the three groups:

Select Graphs, Boxplot. Select Simple and Summaries for groups of cases, click Define. Move Extroversion over to the Variable box and Hair color over to the Category Axis. Click OK. 
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Example APA write-up:


A Kruskal-Wallis test was conducted to evaluate the differences among three different hair color conditions (blond, brunette, and redhead) on median change in extraversion scores. The test, which was corrected for tied ranks, was significant X2(2, N = 18) = 6.81, p = .03. The proportion of variability in the ranked extraversion scores accounted for by hair color was 40%, indicating a strong relationship between hair color and extraversion.


Follow-up Mann-Whitney U-tests were conduced to evaluate pairwise differences among the three hair color groups. Results indicate a significant difference between the blonds and the redheads, p = .02 . The typical extraversion score was higher for blonds than for redheads. See Figure 1. Extraversion scores did not differ significantly between blonds and brunettes, p = .19, or between brunettes and redheads, p = .07.
Now let’s compare the above results to those of a one-way ANOVA:
Analyze(Compare Means(One-way ANOVA

Click extroversion and move it to the dependent box

Click hair color and move it to the fixed factors box

Click Options and click Homogeneity tests and descriptive stats.

Click Continue( OK

Oneway
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For Dependent Groups Designs:

The Friedman Test with the Wilcoxon Test for Post-hocs
Mary is interested in how children’s self-esteem develops over time. She measures 25 children at ages 9, 11, and 14 using the Self-Esteem Descriptor (SED). The data file contains 25 cases and three variables, the self-esteem scores for each child at each age period.

The same statement as given on the first page about when you’d conduct nonparametric tests applies here. 

DATAFILE: LESSON 45 EXERCISE FILE 1

Go to Analyze( Nonparametric( K related samples. 
Move Self-esteem at age 9, 11, and 14 over to Test Variables. 
Select Friedman and Kendal’s W under Test Type. 
Select Statistics and chose Descriptives. Click OK.

NPar Tests
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Kendall's W Test
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Because our omnibus test is significant, we will want to conduct follow-up pairwise analyses. We will conduct follow-ups using the Wilcoxon test of two related samples.
Go to Analyze( Nonparametric( 2 related samples. 
Select SED at age 9 and at age 11 and move to Test Pairs box. 
Select SED at age 9 and age 14 and move to Test Pairs box. 
Select SED at age 11 and age 14 and move to Test Pairs box. 
Select Wilcoxon under Test Type. Click OK.

NPar Tests

Wilcoxon Signed Ranks Test
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Because the Wilcoxon test is a test of median differences, let’s get the median SED scores for our three age groups:
Go to Analyze( Descriptives( Frequencies. 
Move the SED scores at the three ages over to the Variables box. 
Select Statistics and select Medians. Select Continue and OK. 
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Example APA write-up:
A Friedman test was conducted to evaluate the differences in medians for self-esteem scores across age. Twenty-five participants were scored at three different time points, age 9, age 11, and again at age 14. The test was significant, X2(2, N = 25) = 25.30, p < .01, Kedall’s W = .51 indicating strong differences across the three time periods. Follow-up pairwise comparisons were conducted using a Wilcoxon test. The medial level of self-esteem was significantly lower at age 11 (median = 8) that at either age 9 (median = 14) or age 14 (median = 13), z = -4.20, p < .001 and z = -3.32, p = .001, respectively. Self-esteem scores were also significantly lower at age 14 than they were at age 9, z = -2.01, p < .05. These results suggest a curvilinear developmental trend in self-esteem, where self-esteem decreases between ages 9 and 11 and increases from ages 11 to 14, although not to its original level.
PAGE  
8

