Psychology 522/622
Winter 2008
Lab #1
Due January 16, 2008 at 10 AM
1.  Tom tests three groups of rats (n = 10) in a maze after they have been injected with one of three memory-enhancing drugs (A, B, and C).  Number of errors while learning the maze is the dependent variable.  The results of his experiment for 30 rats are as follows:
Drug A:  4, 6, 8, 3, 8, 4, 5, 6, 7, 5

Drug B:  10, 11, 12, 6, 7, 9, 9, 9, 15, 12

Drug C:  2, 6, 5, 5, 5, 4, 7, 8, 9, 11

a.  Create an SPSS data file and suitably code this data into that data file.  Call the data file "rats".  

b.  Analyze this data using the ANOVA you learned in Psy 521/621 course, interpret, and report the results.

c.  Create dummy codes to indicate the drug types.  Analyze this data using Multiple Regression where the number of errors is regressed on the dummy codes for drug type.  Interpret and report the results.  
d.  Compare and contrast the results you obtained using ANOVA and Multiple Regression.

2.  The following problems illustrate why it is good to look at your data for outliers before running your statistical analyses.  

a.  For each of the following datasets, create an SPSS data file.  Name them datasetA, datasetB, and datasetC, respectively.
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b. For each data set, compute and report the correlation between X and Y.

c. Add the data point (X = 18, Y = 4) to datasetA.  Recompute and report the correlation between X and Y.  Compare this correlation with the correlation without this data point.  Create a scatterplot to see what is going on and comment.
d. Add the data point (X = 4, Y = 4) to datasetB.  Recompute and report the correlation between X and Y.  Compare this correlation with the correlation without this data point.  Create a scatterplot to see what is going on and comment.

e. Add the data point (X = 4, Y = 4) to datasetC.  Recompute and report the correlation between X and Y.  Compare this correlation with the correlation without this data point.  Create a scatterplot to see what is going on and comment.

3.  Now let's explore how you can use SPSS to detect outliers.  One simple way to do this is to conduct a regression predicting Y from X.  
a.  Do this for datasetC from the last problem with the aberrant data point in the data set.  Take a look at the output (which I hope is a little familiar to you) and you'll notice that nowhere does it suggest there is a problematic data point (i.e., case).
b.  Run this regression a second time, but now when the regression window is open you'll see a "Statistics" box.  Click it and a window will open.  In the lower left corner there is a "Residuals" box.  In that box, click the "casewise diagnostics" option and then choose "all cases".  Run this second regression.  Most of the output is the same, but take a look at the "Casewise diagnostics" output.  Does this flag the aberrant data point?
c.  Run this regression a third time.  Now when the regression window is open you'll also see a "Save" box.  Click it and a window will open.  On the left side there is a "Distances" box.  In that box, click the all of the options (Mahalanobis, Cook's Distance, and Leverage).  Run this third regression.  Again, most of the output is the same, but now take a look at the "Residuals Statistics" output.  This output should tell you that something is amiss.  Which numbers tell you something is awry?  Report the numerical value(s) from this output table that suggests that something is wrong.  The problem is that this table doesn't tell you WHICH data points (i.e., cases) are problematic.
d.  You may have notice that after you ran the last regression, SPSS added some new variables to your data set.  Take a look at the variable "lev_1".  These are the leverage statistics for each case where leverage is an index of the importance of that case for the solution.  Now you can easily identify the problematic case.  Which one is it?  [Note: With larger data sets (i.e., with more variables and more cases) identifying the problematic cases is more difficulty.  I find it useful to look at stem-and-leaf displays or histograms when trying to identify potentially aberrant data points.  The beauty here is that we have reduced a MULTI-variate outlier to a UNI-variate outlier.  Now detection is a much simpler task!]
