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Abstract 

Let X,, . ,X, and Y,, . . . , Yn be independent random samples from two absolutely continuous distributions F and 

G, respectively. For F = G, Fligner and Wolfe (1976) established some interesting properties of the W,‘s, the number of 
X-observations between the (i - 1)th and ith order statistics of the Y-sample. In particular, it follows from their results 
that when F = G, the W,‘s are identically distributed. In this note we study this problem when the X’s are greater than the 
Y’s according to likelihood ratio and hazard rate orderings. It is shown that in both these cases, the W,‘s exhibit 
stochastic increasing trends of different types. 

Ke_v NW& Likelihood ratio ordering; Hazard rate ordering; Stochastic ordering; P-P plots 

1. Introduction 

Let X and Y be two absolutely continuous random variables with distribution functions F and G and with 
probability density functions f and g, respectively. Let X, , . . . ,X, and YI, . . . , Y, be independent random 

samples from F and G, respectively. We denote by F, and G, the corresponding empirical distribution 
functions. 

Let 

where Y(j) is thejth order statistic of the Y-sample and R,j, is the rank of YCj, in the combined increasing 
arrangement of X’s and Y’s. 

Let 

Wj = m[ V(j) - V(j- I)] = R(j) - R(j- 1) - 1 

and 
W (,,+ 1) = n + m - mF,J Yd. 

(1.2) 
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Note that Wj is the number of X’S in ( Y~j_ i), Y~j,], forj = 2, . . . 
equal to YCl, and W,,, I is the number of X’s greater than Y(,,,. 

, n, WI is the number of X’s less than or 
Also observe that R(i) = Cjzl Wj + i, for 

i= 1, . . ..n. 

The plot of FG-i(y) against y is called a P-P plot and the process eN(y):= N1’2[F,G;1(y) - FG-l(y)], 
0 d y d 1, N = m + n, is known as the empirical P-P plot process. It is a powerful tool for exploratory data 
analysis (see Wilk and Gnanadesikan, 1968). A large number of nonparametric procedures in the literature 
are based on functions of ~~j,‘S or, equivalently, on the ordered ranks R, jI’s. Fligner and Wolfe (1976) discuss 

some of them. Other important references on this topic are the two-sample tests proposed by Sen and 
Govindarajulu (1966), Deshpande (1972) Kochar (198 l), Joe and Proschan (1984) and Aly (1988). 

Fligner and Wolfe (1976) studied many interesting properties of the sample analogues I’(j) = F,( Y(j)) of 
. F( Y(j)) under the hypothesis Ho. F = G. It follows from their Theorem 4.2 that under Ho, the random 

variables VC1, - Vtk, and VC1-k) are identically distributed, for 1 > k. In particular, it follows that 
W 1, ... 3 W, + 1 are all identically distributed (though they are dependent) when F = G. In fact, one can prove 
a more general result that under this hypothesis, the random variables Wl , . . . , W,+ 1 are exchangeable. 

In this note, we study the stochastic relations between the Wi’S under each of the following hypotheses: 
(i) H,: f(x)/g(x) is nondecreasing in x, for all x, that is, X is stochastically greater than Y according to 

likelihood ratio ordering X 5 Y. 
(ii) H,: F(x)/G(x) is nondecreasing in x, for all x, that is, X is greater than Y according to hazard rate 

ordering and we write this as X $ Y. Here F = 1 - F and G = 1 - G. 
(iii) H3: F(x)/G(x) is nondecreasing in x, for all x, that is, the survival rate f(x)/F(x) of X is greater than 

that of Y for all x. 
Note that H, implies H2 and H3 and these in turn imply that X is stochastically greater than Y. 

Observe that X ‘5 Y if and only if FG- l(x) is convex in x. How will this convexity property be reflected in 
the sample? We should expect the increments Wj ( = m( V,j, - Vtj_ 1))) to increase in some stochastic sense if 
Hl holds. We study this probelm in the next section and show that Wls do exhibit a very strong type of 
stochastic monotonicity. In particular, Wi’S are shown to be stochastically increasing in this case. In Section 3 
we show that [ Wl + ... + W,]/j is increasing in j in expectation under H3. A similar result holds between 

the Wis under H2. 

2. Stochastic monotonicity of the Wts under likelihood ratio ordering 

As observed earlier, the Wls are dependent. Shanthikumar and Yao (1991) extended the concepts of 
likelihood ratio ordering to compare the components of a random vector. Let x = (xl, . . . ,x,,) and 

Y = (Yl, ... , y,) be two p-dimensional vectors. We say that x is better arranged than y (x 2, y) if x can be 
obtained from y through successive pairwise interchanges of its components, with each interchange resulting 
in a decreasing order of the two interchanged components, e.g. (4,5, 3, 1) 2, (4,3, 5, 1) >,(4, 1, 5, 3). (Notice 
that x is necessarily a permutation of y.) A function h: BP + W that preserves the ordering 8, is called an 
arrangement increasing function if x say * h(x) 2 h(y). In this case we write h E sf3. 

Definition 2.1. Let h(t 1, . . . , tP) denote the joint density of T. Then 

1r.j Ir:j Ir:j 

Tl > T, 2 ... 2 T, o hEsf49. (2.1) 

Shanthikumar and Yao (1991) have discussed many interesting properties of this ordering. We show in this 
section that under Hi, the Wts are increasing according to joint likelihood ratio ordering. Let p(wl , . . . , w,+ 1 ) 
denote the joint probability density function of IV. 
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Theorem 2.1. Under Hi, 

P(W~~...~wi~l,k_c,~+c,wi+2, ...,W~+I)~P(WI, . . ..wi-~.kLWi+~t . . ..W~+I) 

for 0 < c Q k. 

Proof. It is sufficient to prove the result for c = 1. We shall use the following result due to Hoeffding (1951) 
(also see Hettmansperger, 1984, pp. 142-143): 

(2.2) 

where XC,, < ... < XCm+,,) are the order statistics of a random sample of size m + n from F. Let 
W.i = C:= I Wj. Then 

as for y > x, 

g(x) cl(Y) > o 

f(x) f(Y) ’ . 
q 

Note that the ordering between the Wis as established in Theorem 2.1 is even stronger than the “3 
ordering. For example, according to this ordering for n = 1 and m = 4, p( 1,3) 2 p(2,2) 3 p( 3, l), whereas the 
arrangement increasing ordering is unable to make such refined comparisons. It only compares the 
arrangements (1,3) and (3,l) between themselves without worrying about the arrangement (2,2). Also, as 

noted in Shanthikumar and Yao (1991), Ti “2 T2 + T1 “k T,, the stochastic ordering between the marginal 

distributions of T, and T,. Note, however, that T, ‘2 T2 may not imply T, ‘k T,. Using these results and the 
above theorem, we get the following corollary. 

Corollary 2.1. Under H 1, 

1r.j Ir:j 1r:j Ir:j 

(a) W,+, 3 W, 3 ... 2 WI or, equivalently, R(j) - Rcj-1, 2 R,j- 1, - Rcj_2) for j = 2, . . . ,n; 

(b) W,+1 2 W, $ ..’ 2 WI or, equivalently, R(j) - R,j_1, $ Rcj_1, - R,j_2, for j = 2, . . . ,n. 

3. Relationships between the Wts under H2 and H3 

In this section we study the stochastic order relations between the Wi’S under H2 and H,. Note that 
H3 holds if and only if FG- l(x) is star shaped in the sense that the function FG- ‘(x)/x is nondecreasing in x. 
In this case we should expect 

F, G,L ’ (j/n 1 
= nF,( Yfj,)/j = 

n{ WI + .‘. + Wj} 

jln mj 
(3.1) 

n R(j) =_ -- 
[ 1 

1 
m j 

(3.2) 
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to increase in j in some stochastic sense. We establish such a result in this section. To prove this we shall need 
the following lemmas. 

Ir 
Lemma 3.1. Y(j) >Y,j- 1), j = 2, . . . ,?I. 

Proof. If we denote by g(j)(y) the density of Y(j), then 

g~j,(y)lg~j-l,(~) = C(j, ~)G(Y)/~(Y) 

is nondecreasing in y. Hence the result. q 

Lemma 3.2. Let a(x) and /l(x) be nonnegatiuefinctions such that c(( x)//3( x 1s nondecreasing in x; then X 5 Y ) . 
implies 

ECdWI > EC4Y)l 
ECB(X)l ’ EM(Y)1 

(3.3) 

Proof. It follows from Lemma 2 of Bickel and Lehmann (1975). Also see Theorem 2.3 of Shanthikumar and 
Yao (1991). 0 

Theorem 3.1. (a) Under HZ, 

n+1 

E 1 B’i/( n - j + 1) is increasing in j; 1 i=j+l 

(b) Under Hf, 

(3.4) 

E 
[’ 1 i WJj is increasing in j, 

i=l 

o E [R, j,/j] is increasing in j; 

for j = 2, . . . ,n. 

(3.5) 

(3.6) 

Proof. We give the proof only for (b) as the proof for (a) is on the same lines. Since 

E 
[’ 1 i Wi/j = E[number of X’s < Y,,,]/j = mP[X < YCj,]/j, (3.7) 

i=l 

it is sufficient to show that under Ha, P[ X < Y( j,]/j is nondecreasing in j. 
Since under HJ, F(x)/G(x) is nondecreasing in x, using Lemmas 3.1 and 3.2 with D.(X) = F(x) and 

p(x) = G(x), it follows that 

ECF( y(j))l ~ ECF( ytj- l,)l 
ECG( Ytj,)l ECG( Ycj- I,)1 ’ 

that is, 

(n + 1) 
-P[X d Y(j)] 2 

(n + 1) 
_i 

-P[X G y(j-l)l, 
(j - 1) 

(3.8) 

since G( Y,j,) has the same distribution as UCj,, the jth order statistic of a random sample of size n from the 
uniform distribution over (0,l) and E[ U(j)] = j/(n + 1). 0 
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One may wonder whether under H 3, the random variable xi= 1 Wi/j is stochastically increasing in j. The 
answer is no, since the random variables xi= 1 Wi/j and Cii-I” Wi/(j - 1) may have overlapping supports 
with the second variable possibly taking greater values than the first one. 

References 

Aly, E.-E. (1988). Comparing and testing order relations between percentile residual life functions, Canad. J. Statist. 16, 357-369. 
Bickel, P. and E. Lehmann (1975) Descriptive statistics for nonparametric models II, Ann. Statist. 3, 1045-1069. 
Deshpande, J.V. (1972) Linear ordered rank tests which are asymptotically efficient for the two-sample problem, J. Roy. Statist. Sot. Ser. 

B 34, 364-371. 
Fligner, M.A. and D.A. Wolfe (1976) Some applications of the sample analogues of the probability integral transformation and 

a coverage property, Amer. Statist. 30, 78-84. 
Hettmansperger, T. (1984), Statistical Inference Based on Ranks (Wiley, New York). 

Hoeffding, W. (1951), Optimum nonparametric tests, Proc. 2nd Berkeley Symp. on Math. Statist. and Probab., pp. 83392. 

Joe, H. and F. Proschan (1984) Comparison of two life distributions on the basis of their percentile residual life functions, Canad. J. 
Statist. 12, 91-97. 

Kochar, SC. (1981) A new distribution-free test for the equality of two failure rates, Biometrika 78, 423-426. 
Sen, P.K. and 2. Govindarajulu (1966) On a class oft-sample weighted rank sum tests for location and scale, Ann. Inst. Statist. Math. 18, 

87-105. 
Shanthikumar, J.G. and D.D. Yao (1991) Bivariate characterization of some stochastic order relations, AdG. Appl. Prob. 23, 642-659. 
Wilk, M.B. and R. Gnanadesikan (1968). Probability plotting methods for analysis of data, Biometrika 55, l-17. 


