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Abstract: First we consider the two-sample dispersion problem. Let X and Y be independent random variables of continuous type 

with distribution functions F and G, respectively, satisfying G(x)= F(rrx) for all x where CT > 0 and F(x) = 1- F(- x), for all x. 

Let X,, X, (Y,, Y2) be two independent copies of X (Y) and define p(u)= P[X, $ Y, Q Y2 d X,]. It is shown that p(a) is 

nondecreasing in CJ implying P[X, < Y, Q Y, d X,]> P[Y, < X, d X, < Y,] for (T 2 1. Next, we consider the bivariate scale 

problem where (X, Y) has joint c.d.f. F(x, y) satisfying F(x, y)= H(n, ay), where H(x, y) is bivariate symmetric and also 

H(x, y) = g(- x, - y) for every (x, y). Sufficient conditions are given under which p(u) is nondecreasing in cr. These results have 
been applied to study the properties of some nonparametric tests for the two-sample dispersion and paired-sample problems. 

Keywords: Mood’s test for dispersion, U-statistic, bivariate symmetry. 

1. Introduction 

Let X=(X, ,..., X,> and Y= (Y, ,..., Y,) be two independent random samples drawn from absolutely 
continuous populations with densities fC. ) and g(. ), respectively. F(. ) and G(. > denote the correspond- 
ing distribution functions. We use the notation F for 1 - F, W= (TV,, . . . , W,+,> denotes the order 
statistics of the combined sample (X, Y> = (X,, . . . , X,, Y,, . . . ,Y,), and 2 = (Z,, . . . , Z,,,) is a random 
vector of zeros and ones whose ith component, Zi, is 0 if wj comes from f(.> and 1 if W, comes from 

g(.>. 
Let z=(z,,...,z,+~ 1 be a fixed vector of zeros and ones; we define the transpose of z by 

z’ = (zi,. . , zk+,), where zi = z,~+,+,_~. P(z) = P[Z = z] denotes the probability of the rank order z. 
In a series of papers Savage (1956, 1957) and Savage, Sobel and Woodworth (1966) gave many 

interesting results on rank order probabilities for the two-sample problem. They mainly considered cases 
when the two distributions are ordered by monotone likelihood ratio property or when the distributions 
are symmetric differing only in their location parameters. 

In Section 2, we consider the two-sample scale problem when both the distributions are symmetric 
about the origin. Some monotonicity results are obtained for the rank order probabilities and applica- 
tions of these results to some testing problems are considered. In the last section, the bivariate scale 
problem has been considered. 
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2. The two-sample scale problem 

Lemma 2.1. Let f and g be symmetric about the origin, then P[r] = P[z’]. 

Proof. Proof is simple and hence omitted. q 

In particular, if G(x) = F(ax), u > 0, and f is symmetric about zero, then P[OOlll = P[llOOl and 
P[OlOl] = P[lOlO], when m = n = 2. The only information about u is contained in the arrangements 

[OllO] and [lOOl]. 
Kochar and Gupta (1986) have shown that when m = n, the Mood’s statistic for the two-sample-scale 

problem is a linear function of the U-statistic 

(2.1) 

where the summation is over 1 f i <j < m, 1 < k < 1 < n and where 

1 
1 if z= [OllO], 

4(xi, xj; Y,, Y[) = -1 if Z=[lOOl], 

0 otherwise. 

(2.2) 

As a result, ,!?[,!&,I = P[OllO] - P[lOOl]. To study the power properties of the Mood’s test, we discuss 
the monotonicity properties of the functional p(a) = P[OllO] in the following theorem. 

Theorem 2.2. Let G(x) = F(ax), u > 0, where f is symmetric about the origin. Then I)(V) = P[OllO] is 
nondecreasing in (T. 

Proof. 

p(a) = 2p[x, G (Y,, Y2) a,] 

=2j- 
XGY 

j[Go?) -G(X)]* dF(x) dF(y) 

= 2/ 
Y&K 

j[W) - G(y>12 dF(x) dF( y). 

From (2.3) and (2.4, we get 

P(C) =/_“,/” [G(x) -G(Y)]' dF(x) WY) 
--m 

=2Jm G2(x) dF(x) -2[lm G(x) dF(x)12 
--m --m 

(2.3) 

(2.4) 

=2P[YYx] -2P2[Yx] 

= 2P[ YYX] - + (from Lemma 2.1). 

204 



Volume 13, Number 3 STATISTICS & PROBABILITY LETTERS 19 February 1992 

Now 

P[YYX] =la F2(ux) dF(x) 
--a 

= /” F2( uy) dF( y) + kmF2@x) dF( x) 
--a 

(making the transformation x = -y, in the first integral and using symmetry) 

= _(m[1;2(crx) +F’(ux)] dF(x). 

Since for x > 0, the integrand [F2(ax) + F2(ax>] is nondecreasing in u, the required result follows. 
0 

Corollary 2.3. Under the conditions of the above theorem, P[OllO] - P[lOOl] is nondecreasing in CT. This 
implies : 

(i) P[OllO] > P[lOOl] for o > 1. (2.5) 

(ii) 4(X,, X2; Y,, Y2) is stochastically increasing in u. 

proof. As G(x) = F(ax), XdztaY. Hence 

p(0) = P[OllO] = 2P[aY, < (Y,, Yj) < (TYq] 

and 

1 
p[lOOl] = 2P[ Y, G (uY2, flu,) < Y4] = 2P 2 G (Y2, Yd 

1 

Xl 

<- 
u lo =p i ’ 

Since p(a) is nondecreasing in CT, it follows that p(a) -p(l/a) = P[OllO] - P[lOOll is nondecreasing in 
U. (i) follows from this since for u > 1, p(u) >p(l/u), (ii) follows from the fact that statistic 4 takes only 
three values + 1,0 and - 1 with the property that for CT, < u2, P,,[4 = 11 G P,J4 = 11 and P,,[$ = - 112 
P,,[C#J = -11. 0 

It follows from the properties of U-statistics and this corollary that the test based on large values of 
S,,, (or equivalently on the Mood’s statistic in case m = n> is consistent for testing H,: CT = 1 against the 
alternative Hi: u > 1 when both the distributions are symmetric about the same point. It will be a virtue 
if one can extend the result (ii) of this corollary to prove the monotonicity property of the power function 
of the Mood’s test for m, n > 2. However, we are unable to establish this result. 

Remark. It can be shown that a sufficient condition for (2.5) to hold for non-symmetric distributions on 
[O, a) is that log f is convex. 

Kochar and Gupta (1986) generalized the Mood’s test as follows. Let c and d be fixed integers such 
that2<c<m,2<d<nanddefine 

( 

1 if z~~z,+~=O, 

Qc,d(~l,...,~c, Y~,...,Y~) = -1 if z~=z,+~=~, 

0 otherwise. 

Let S,, be the corresponding U-statistic. We have the following desirable property for the measure of 
dispersion q,,,(u) = E[ SC,,]. 
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Theorem 2.4. Let G(x) = F(ax), where f is symmetric about the origin. Then 

~,,d(a)=E[S,,d]=P[2,=2,+d=0~-P~2,=z,+d=1~ 

is nondecreasing in u > 0. In particular, q,.,(a) > 0 for u > 1. 

Proof. It is easy to see that 

=C [I ~~[G~(X)FC-I(X) + ~“(x)~l(x)] dF(x) - 1 (2.6) 

=2~$[F~(ux)F~-~(n) +Fd(ux)Fc-‘(x)] dF(x) - 1 (2.7) 

as the integrand in (2.6) is symmetric about zero. The required result follows since for x > 0, the 
integrand in (2.7) is a nondecreasing function of u. 

For u > 1, q_(u) > qJl/u> = -q+,(u). Hence the result. •I 

This result establishes the consistency of the test S,,, for the one-sided two-sample scale problem in 
case of symmetric distributions. 

3. The hivariate scale model 

We extend the two-sample scale model to the bivariate situation, allowing for dependence between X 
and Y. The joint c.d.f. F(x, y) of X and Y is of the form 

F(x, Y) =H(x, UY) 

where H(x, y) is a bivariate c.d.f. satisfying 

(3.1) 

H(x, Y) =H(y, x) V(x, Y) 

and u > 0, is a constant. 

(3.2) 

In case of independence, this model reduces to the two-sample scale problem as considered earlier. 
We give some sufficient conditions under which p(u) = PJ X, < (Y,, Y2> <X,1 is nondecreasing in u, 
where (Xi, Y,), i = 1, 2, are independent observations from F. The following lemmas are easy to prove, 
hence the proofs are ommitted. 

Lemma 3.1. Let (X,, Y,) and (X,, Y2) be independent and identically distributed. Then 

P[OllO] =2P[(Y,, Y*) <XI] -P[Y,<X,, Y, <x,1 -P”[Y, <x,1. q 

Lemma 3.2. Let (X,, Yr) and (X,, Y2> be independent and identically distributed according to a 

distribution which is symmetric about (0, 01, that is, 

P[X<x, Y<y] =P[X> -x, Y> -y] V(x, y). (3.3) 

Then the following are true: 

(a) P[Y,~X,,Y,~X,]=P[X,~Y,, X,<Y,]. 

(b) P[Y<X] =P[X<Y] = ;. 

(c) P[OllO] -P[lOOl] =2[P[(Y,, Y,) GX,] -P[(X,, X,) GYJ]. 0 
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Lemma 3.3. Let (X,, Y,> and (X,, Y2) be i.i.d. observations from a distribution F satisfying (3.1) and 
(3.2). Then 

C[(X,, X,1 G Y,] =77(1/o) 

where 

77(o) =C[(Y,> Y2> <XI]. 0 (3.4) 

Theorem 3.4. Let (X,, Y,> and (X,, Y2) be i.i.d. observations from a distribution F satisfying (3.1) and 
(3.3). Then a sufficient condition for ~(a) to be nondecreasing in u is 

P[YGOIX=x]>~ forx>O. (3.5) 

Proof. Let H,(x) = H(x, ~1, H,(x) = H(w, x) and hi = Hi’, i = 1, 2. 

77(a) =P,[Y, GX,, Y,=GX,l 

UY) dy H,(ux,) dx, 
1 

Making the substitution x = -xc and y = -y* in the first integral; and using (3.3), we get 

77(u) = lD’[j:qx, y) dy]H,(ux) + [L-(x, Y) dy]Fi,(ux) dx. (3.6) 

Differentiating (3.6) with respect to u and assuming that differentiation under the integral sign is 

permissible, we get 

77’(u) = lj;[H,(ux) -i&(ux)]h(x, ax) dx 

+jow~~,(~~)(jl_h(x, Y) dy- jmh(x, Y) dy)) dx. 
(TX 

For x > 0, the integrand in the first integral is nonnegative. 
A sufficient condition for the second integral to be nonnegative for all x 2 0, u > 0 is 

luXh(x, Y) dy-lah(x, y) dy>O forx>O, 
--5o VX 

That is, 

/ 

mXh(x, Y) 

-m h,(x) 
dy&i for x>O. 

This will hold for all x 2 0 and u > 0 if (3.5) holds. q 

Corollary 3.5. Zf H satisfies (3.2), then under the conditions of Theorem 3.4, 

P[OllO] - P[lOOl] = 2[ 7/q u) - n( l/u)] 

is nondecreasing in u. In particular, P[OllO] > P[lOOl]. q 

(3.7) 

Proof follows from Lemmas 3.2, 3.3 and Theorem 3.4. 
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Remark. If F is such that P[Y < y 1 X=x] is nondecreasing in x for each fixed y, we say Y is 
stochastically decreasing in X (see Barlow and Proschan, 1981). Since P[ Y < 0 1 X = 0] = i if (X, Y) is 
symmetric about (0, 0), (3.5) will hold if Y is stochastically decreasing in X. 

Example. Bivariate normal distribution with E(X) = E(Y), Var(X) = a2 Var(Y), and Cov(X, Y) < 0 
satisfies the conditions of Theorem 3.4 and Corollary 3.5. 
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