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ISODATA

Ashley Vassilaros

What is ISODATA?
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Iterative
Self-
Organizing
Data
Analysis
Technique

yAy!

• ISODATA is a method of unsupervised 
classification 

• Don’t need to know the number of clusters
• Algorithm splits and merges clusters
• User defines threshold values for 

parameters
• Computer runs algorithm through many 

iterations until threshold is reached
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How ISODATA works:

1) Cluster centers are randomly placed 
and pixels are assigned based on the 
shortest distance to center method
2) The standard deviation within each 
cluster, and the distance between cluster 
centers is calculated

Clusters are split if one or more standard 
deviation is greater than the user-defined 
threshold
Clusters are merged if the distance between 
them is less than the user-defined threshold

Figure 8.7
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• 3)  A second iteration is performed with 
the new cluster centers

• 4) Further iterations are performed until:
– i) the average inter-center distance falls below 

the user-defined threshold,
– ii) the average change in the inter-center 

distance between iterations is less than a 
threshold, or

– iii) the maximum number of iterations is 
reached

Along the way…
Clusters associated with fewer than the 
user-specified minimum number of pixels 
are eliminated
Lone pixels are either put back in the 
pool for reclassification, or ignored as 
“unclassifiable”
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Parameter Default Value

5Absolute value of inter-cluster center distance

1Relative decline in inter-cluster center distance

2Maximum number of clusters that can be 
merged at one time

35Maximum number if iterations

16Elongation criterion

30Closeness criterion

200Exclusion Distance

50Minimum number if pixels per cluster

50Maximum number of clusters

10Desired number of clusters

20Starting number of clusters

From Example 8.1 Table 2

When choosing parameters:

Experiment!
Final configuration depends largely 
on starting configuration
Can store starting center 
coordinates to minimize changes
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Output:

Original Landsat Image (bands 3,4,5) Classified Image

26.812.527.319.019.318.355.714956.015

44.1428.858.629.126.622.662.336024.014

35.183.27.011.221.721.258.16255.013

58.8921.152.443.123.021.959.615853.012

23.3923.852.426.422.119.557.726836.011

78.399.220.622.429.324.864.23199.010

172.1935.170.536.230.525.466.123545.09

48.4520.443.926.926.022.161.89547.08

21.2718.740.922.420.518.756.613486.07

56.942.35.122.836.729.670.63579.06

35.8418.445.033.822.620.858.57261.05

9.541.53.113.927.123.961.844676.04

13.8520.947.024.019.618.055.430967.03

32.198.118.016.520.519.356.810883.02

26.6615.835.021.320.118.656.215077.01

distancepixelsnumber

Mean squared 
TM band 

7
TM band 

5
TM band 

4
TM band 

3
TM band 

2
TM band 

1Number of Cluster 

Example 8.1 Table1
Summary of the output from the ISODATA unsupervised classification
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Drawbacks of ISODATA

May be time consuming if data is 
very unstructured
Algorithm can spiral out of control 
leaving only one class

Advantages of ISODATA

Don’t need to know much about the 
data beforehand
Little user effort required
ISODATA is very effective at 
identifying spectral clusters in data
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