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A mass conserving mixed stress formulation for the Stokes equations
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We propose a new discretization of a mixed stress formulation of the Stokes equations. The velocity u is
approximated with H (div)-conforming finite elements providing exact mass conservation. While many
standard methods use H'-conforming spaces for the discrete velocity, H (div)-conformity fits the con-
sidered variational formulation in this work. A new stress-like variable o equalling the gradient of the
velocity is set within a new function space H (curldiv). New matrix-valued finite elements having contin-
uous “normal-tangential” components are constructed to approximate functions in H (curldiv). An error
analysis concludes with optimal rates of convergence for errors in u (measured in a discrete H'-norm),
errors in ¢ (measured in L?) and the pressure p (also measured in L?). The exact mass conservation prop-
erty is directly related to another structure-preservation property called pressure robustness, as shown by
pressure-independent velocity error estimates. The computational cost measured in terms of interface
degrees of freedom is comparable to old and new Stokes discretizations.
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1. Introduction

We introduce a new method for the mixed stress formulation of the Stokes equations. Let u and p be
the velocity and pressure respectively. Assume that we are given an external force f, the kinematic
viscosity v and a bounded domain 2 C R? (d = 2 or 3) with Lipschitz boundary Q. The standard
velocity-pressure formulation

—div(vVu)+Vp=f inQ,
div(u) =0 in Q, (1.1)
u=0 ondQ,
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can be reformulated by introducing the variable ¢ = vVu as follows

%G—Vuzo in Q,

div(c)-Vp=—f in Q, 1.2)
div(u) =0 in Q,
u=20 onl.

Many authors have studied this formulation previously, e.g., Farhloul & Fortin (2002, 1997, 1993);
Farhloul (1995). The initial interest in this formulation as a numerical avenue appears to be due to the
fact that fluid stresses can be computed merely by algebraic operations on ¢ (i.e., no differentiation of
computed variables is needed). In this paper, we study the discretization errors and certain interesting
structure-preserving features of a new numerical method based on (1.2).

Although both formulations are formally equivalent, the mixed stress formulation (1.2) requires less
regularity on the velocity field u. When considering a variational formulation of the classical velocity-
pressure formulation (1.1), the proper spaces for the velocity and pressure are given by H(} (Q,R%)
and L3(9), respectively. Here H{(2,R9) is the standard vector valued Sobolev space of order one
with zero boundary conditions and L%(.Q) is the space of square integrable functions with zero mean
value. This pair of spaces fulfills the inf-sup condition or the LBB condition. Moreover, the divergence
operator from H} (2,R?) to L3(£2) is surjective. Finite element discretizations of the velocity-pressure
formulation (1.1) is an active area of research John et al. (2017). While many pairs of discrete velocity-
pressure spaces are known to satisfy the discrete LBB condition (needed to prove stability), not all of
them have the property that the divergence operator from the discrete velocity space to the discrete
pressure space is surjective. Methods that have this surjectivity property are particularly interesting
because they provide numerical velocity approximations that are exactly divergence free, leading to
exact mass conservation.

Exact mass conservation (and consistency) further leads to a structure-preservation property called
pressure robustness. A feature of solutions of (1.1) is that when the load f changes irrotationally (i.e.,
when f is perturbed by a gradient field), then the fluid velocity u does not change (since the additional
force can be balanced solely by a pressure gradient). Indeed, since divergence-free functions are L>-
orthogonal to the irrotational part of f, and since the velocity u is uniquely determined within the
divergence free subspace of H(} (2,R%), the velocity cannot be altered by irrotational changes in f.
This property is not preserved by all finite element discretizations — see Linke (2014) — leading to
velocity error estimates that depend on the pressure approximation. A practical manifestation of this is
a phenomenon akin to “locking,” where the velocity error increases as v — 0 (even if the pressure error
remains under control). Methods that do not exhibit this limitation are called pressure robust methods.
In the recent works of Brennecke et al. (2015); Lederer et al. (2017a); Linke (2012); Linke et al. (2016),
considering different velocity and pressure spaces, it was shown that a (non-conforming) modification
of the load (right hand side) allows one to obtain optimal pressure-independent velocity error estimates.

An alternative to this load modification approach is the use of finite element spaces which lead to
exactly divergence-free velocity approximations. In this case, no load modification is needed and the
velocity error does not exhibit locking. A well-known example is the H'-conforming Scott-Vogelius
element. However, it demands a special barycentric triangulation of £2. Another approach, leading to
exactly divergence-free discretizations, is to abandon full H'-conformity and retain only the continuity
of the normal component of the velocity, i.e., use H(div)-conforming finite elements for approximating
u instead of H'-conforming finite elements. Such discretizations, tailored to approximate the incom-
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pressibility constraint properly, were introduced by Cockburn et al. (2005, 2007) and for the Brinkman
Problem by Konno & Stenberg (2012). Therein, and also in the work by Lehrenfeld & Schoberl (2016),
the H'-conformity is treated in a weak sense and a hybrid discontinuous Galerkin method is constructed.
Their choice of velocity and pressure space fulfills the discrete LBB condition and moreover Lederer &
Schoberl (2017) shows that it is robust with respect to the polynomial order.

In this work, the idea of employing an H (div)-conforming velocity space is taken to an infinite di-
mensional variational setting to obtain insights into possible spaces for . Obviously such a variational
formulation cannot be derived using the standard velocity-pressure formulation (1.1) as it demands
too much regularity on the velocity. In contrast, the mixed stress formulation (1.2) is a perfect fit. It
leads to a variational formulation requiring less regularity for u and a new function space for ¢, namely
H(curldiv, Q). We call this formulation the mass conserving mixed formulation with stresses (MCS). To
obtain a discretization, we design new non-conforming finite elements for H (curldiv, Q), motivated by
the TDNNS method for structural mechanics introduced by Pechstein & Schoberl (2017, 2011); Sinwel
(2009). Even though the resulting method, called the MCS method, includes the introduction of another
variable, the computational costs are comparable to other standard methods. In two dimensions, after a
static condensation step, where local element degrees of freedom are eliminated, the approximation of
the velocity with polynomials of order k requires kK + 1 coupling degrees of freedom on each element
interface for the H(div)-conforming velocity space and k for the stress space. This is the same num-
ber as for the reduced stabilized (projected jumps) H (div)-conforming hybrid discontinuous Galerkin
method introduced in Lehrenfeld & Schoberl (2016). By a small modification, one could even reduce
the coupling of the velocity space by considering only relaxed H (div)-conformity by the same technique
utilized in Lederer ef al. (2017b, 2018). Then the costs (for k = 1) are the same as for the lowest order
non-conforming H'-based method. Similar cost comparisons can be made in three dimensions.

There appears to be multiple approaches for the analysis of our new scheme. In this paper, we focus
on one of these possible approaches, which uses a discrete H'-like norm for u and a L? norm for ¢. Even
though u is approximated using H (div)-conforming elements, the use of the discrete H'-like norm for
velocity errors permits easy comparison with the classical velocity-pressure formulation. An analysis
in more “natural” norms i.e., the H(div)-norm for « and H(curldiv, Q)-norm for &) is the topic of a
forthcoming work. A discrete H'-like norm for the velocity was also used in the works by Cockburn &
Sayas (2014) and Fu et al. (2018) where related hybridized DG discretizations of the MCS formulation
were introduced and analysed.

The paper is organized as follows. We begin with Section 2 where we define the notation and prove
certain preliminary results that we shall use throughout this work. In Section 3 we present the new MCS
variational formulation of the Stokes problem. Section 4 defines the discrete variational formulation
and the MCS method. After revealing the continuity requirements across element interfaces necessary
for being conforming in H(curldiv, ), we then define new non-conforming finite elements for the
o variable in Section 5. All technical details needed to prove stability in certain discrete norms and
convergence of the new method are included in Section 6. In Section 7 we present various numerical
examples to illustrate the theory.

2. Preliminaries

In this section we define the notation we use throughout and establish properties of certain Sobolev
spaces we shall need later.

Let Q C R? be an open bounded domain with Lipschitz boundary I" := 9. Throughout, d is
either 2 or 3. Let 2(Q) or 2(2,R) denote the set of infinitely differentiable compactly supported
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real-valued functions on 2 and let 2’(£) denote the space of distributions as usual. To indicate vector
and matrix-valued functions on £, we include the range in the notation: 2(Q,R%) = {u: Q — R4 | y; €
2(£2)}. Such notation is extended in an obvious fashion to other function spaces as needed. E.g., while
L?(Q) = L*(2,R) denotes the space of square integrable real-valued functions on £, analogous vector
and matrix-valued function spaces are defined by

[X(Q,RY) = {u L Q - Ry LZ(.Q)} and L[2(Q,R) = {a . Q 5 R gy € LZ(Q)}.

Similarly, 7' (2, R) denotes the space of distributions whose components are distributions in 2'(Q),
H™(Q,R4*4), denotes the space of matrix-valued functions whose entries are in the standard Sobolev
space H™(Q) for any m € R, etc.

Certain differential operators have different definitions depending on context. By “curl” we mean
any of the following three differential operators

curl(9) = (=020, 0, 0)7, forp € 2'(Q,R) and d =2,
curl(9) = —h ¢ + 91 02, for ¢ € 2'(Q,R*) and d =2,
curl(¢) = (203 — 302,31 — 31 3,019 — Da1)" for g € 2'(Q,R*) and d = 3,

where (-)T denotes the transpose and 0d; abbreviates d/dx;. The type of the operand determines which
operator definition to apply in any context, so there will be no confusion. Similarly, V is to be understood
from context as an operator that results in either a vector whose components are [Vo]; = d;¢ for ¢ €
2'(2,R) or a matrix whose entries are [V@];; = 9,¢; for ¢ € Z'(2,R?). Finally, in a similar manner,
we understand div(¢) as either Y'¢_, 9;¢; for vector-valued ¢ € 2'(Q,R?), or the row-wise divergence
Y9, 9;¢i; for matrix-valued ¢ € 2'(,R?*?).

Letd =d(d—1)/2 (sothatd = 1 and 3 for d = 2 and 3, respectively). The following Sobolev spaces
for d = 2,3 are essential in our study:

H(div, Q) = {u € *(Q,R) : div(u) € L*(Q)},

H(curl, Q) = {u € L*(Q,R?) : curl(u) € Lz(Q,R‘i)},

H Y (curl, Q) = {¢ € H 1(Q,RY) : curl(¢) € H'(Q,RY)},
H(curldiv,Q) = {o € L*(Q,R¥*?) : curl(div(c)) € H_I(Q,IR{J)}.

A well-known trace theorem permits us to define Hy(div, Q) = {u € H(div,Q) : u-n|r = 0}. Here, n
denotes the outward unit normal on I". In other occurrences, it may denote the unit outward normal on
boundaries of other domains determined from context.

The action of a continuous linear functional f on an element x of a topological space X is denoted by
(f,x)x, e.g., the action of a distribution F € 2'(2,R?%) ona ¢ € 2(2,R?) is denoted by (F, ) 9 re)-
We omit the subscript in (-,-) when its obvious from context. When X is a Hilbert space, we use X* to
denote its dual space. Recall that H}(2)* = H~!(Q). Note that any functional f € H~ () is also a
distribution and that

for all ¢ € Z(R). The inner product of X is denoted by (-,-)x. When X is L?(Q),L*(Q,R%), or
L?(2,R¥*4), we abbreviate (-,-)x to simply (-,-).
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LEMMA 2.1 If F € Hy(div,Q)*, then F is in H~(curl, Q) and for all v € H} (Q),
<Cur1(F)7V>H(; Q)= (F,curl(v)) my(div.)-

Proof. For any F € Hy(div,Q)*, by the Reisz representation theorem, there exists a ¢g' € Hy(div, Q)
satisfying

<F> V>Ho(div,!2) = (qF7V) + (le(qF),dIV(V)) (22)
for v € Hy(div, ). Choosing v € 2(2,RY) we conclude that F is the distribution F = ¢ — Vdiv(¢") €

H~'(Q,R?). This implies that curl(F) = curl(¢") € H~'(Q,RY). Thus F € H~(curl, Q).
Moreover, for all ¢ € @(Q,Rd), using (2.1),

{curl(F), §) 1 (o pay = <CUﬂ(CIF)’¢>H(§ (Q.Rd) = (curl(¢"),9) g re) = (4" curl(9)).
By the density of 2(2,R9) in H} (2,R?), we obtain
(curl(F),v>Hd (@R = (¢" ,curl(v))

for all v € H} (2,R?). The proof is now complete due to (2.2). O
In the proof of the next result, we use a “regular decomposition” of Hy(div, ). Namely, there exists
a C > 0 such that given any v € Hy(div, ), there is a ¢, € H} (Q2,R?) and a z, € H} (2,R?) such that

v =curl(¢,) +2zy, H¢VHH1(Q7R!1~)+ 2]l 1 (@,re) < ClIVIH(@@iv.)- (2.3)

Many authors have stated this decomposition under various assumptions on £2. Since there are too many
to list here, we content ourselves by pointing to the recent work of (Demlow & Hirani, 2014, Lemma 5)
where one can find the result under the current assumptions on 2 and further references. Results like
the following are known, for example, when d = 2 and  is simply connected — see p. 336 of Braess
(2007), eq. (10.4.52) of Boffi et al. (2013), or Brezzi & Fortin (1986). Using the regular decomposition,
we are able to provide a general technique for proving such results below.

THEOREM 2.1 The equality
Hy(div, Q)* = H ! (curl, Q)
holds algebraically and topologically.
Proof. Lemma 2.1 shows that Hy(div,Q)* C H~!(curl,Q). To show H~!(curl, Q) C Hy(div, Q)*, let
g € H ! (curl, ). Using the decomposition (2.3), set
<G, V>H0(div,!2) = <Cl11‘1(g), ¢V>H(;(Q7RJ) + <g7Zv>Hé (QR4)" (2.4)

Due to the stability estimate of (2.3), G is a continuous linear functional in Hy(div, Q)*. By Lemma 2.1,
G is in H™!(curl, Q). Tt suffices to show G coincides with g (as an element of H~!(Q,R?)). To this
end, let w € H} (Q,R?). Since H} (Q,R?) — Hy(div,Q), we have (G )i (a.me) = (G W)y (aiv,0)- 50
using decomposition (2.3),

(G, W>H(;(Q7Rd) = <curl(g)7¢w>H(; (Q,R9) + <g7ZW>H6(_Q.Rd)’
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Since both w and z,, are in Hl (2, R?) the equality w = curl(¢,,) + z,, implies that curl(¢,,) € H} (2,R?).
Hence there is a C > 0 such that for any w € H} (2,R?) we have

[ curl(9w) | g1 (@ ey < ClWlig1 (@ ray- 25)

Letw, € 2 (Q,R‘i) converge to w in Hj} (Q,R‘i) as n — oo, and further define the regular decom-
position w, = curl @, +z,,. By the construction of the regular decomposition components (see e.g.,
Costabel & McIntosh (2010)), ¢, € @(.Q,]Rd ). Moreover, using (2.1),

(curl(g), ¢W)1>H1(Q RY) = = (curl(g), ¢wn> (Q,R4) = (g,curl(dy, ) » 2(2,RY) = (g,curl(¢wn)> QR

Since curl(g) is in H~'(2,R?), the left-most term converges to (curl(g), ¢,,) Hi (2.R4)" The right-most
term must converge to (g,curl(y,)) ;1 H(@,re) because (2.5) implies | curl(§yw, — dw) |1 (@ ey — 0. Thus

(curl(g), dw) HY(QRd) = <g7curl(¢w)> HY (@ R4) and consequently,
<G»W>H(; (QRI) = (g, curl(9y) +ZW>H5(_Q.Rd) = <8,W>H(;(Q,Rd)-

This proves that G = g, so g € Hy(div,Q)*.
Finally, the stated topological equality follows if we show that || f{| , (aiv.2)* ~ | fllz-1 (curt,2)» Where
“~” denotes norm equivalence. Note that by (2.3) and triangle inequality, ||¢v|| HI(QRY) + ||zv|| H'(Q,RY)

~ ||V||H(div,.o)~ For any f € Hy(div,Q)*,

(fv)u, (div,Q)
”fHHo(div,_Q)* = sup Y Ho(div.2)
veH(div,Q2) ||V||H (div,Q2)

(fyeurl(9) +2) o aiv, @)

~ sup by (2.3)
q)EHé(Q.RJ),ZEHd(.Q,Rd) H¢ HHl (QJRJ + HZHHI .QJR‘I)
<curl(f),¢> ]Rd <fv >H1 QRd)
= sup by Lemma 2.1
et 0 e ) ¥T050 + Flhrase
~ a1 rey + lcurl(H) g1 ray-
Thus the Hy(div, 2)* and H~!(curl, Q) norms are equivalent. O

3. Derivation of the MCS formulation of the Stokes equations

The goal of this section is to quickly derive a variational formulation of the mixed stress formulation of
the Stokes system (1.2). Using the trace of a matrix tr(7) := Zfi 1 Tii we define the deviatoric part by

tr(7) d

d =T—
ev(T)=1 7 14,

where Id denotes the identity matrix. Observe that due to div(«) = 0, we have

dev (o) = dev (Vi) = VWi — %tr(Vu) 1d=v(Vu— %div(u)ld) _— G.1)



MCS FORMULATION FOR THE STOKES EQUATIONS 7 of 34

Thus 0 = vVu in (1.2) only represents the deviatoric part of the velocity gradient. Hence we revise
(1.2) to

%dev (6)—Vu=0 inQ, (3.2a)
div(oc)—Vp=—f inQ, (3.2b)
diviu)=0  inQ, (3.2¢)

u=0 onI. (3.2d)

We proceed to develop a variational formulation for (3.2).
For the reasons described in the introduction, we want to derive a weak formulation where the
velocity u and the pressure p belong respectively to the following spaces.

V :=Hy(div,Q)={uec H(div,Q): u-n=0onT},
Q:=13Q):= {qELz(Q): /Qq dsz}.

We begin with (3.2c). Multiplying (3.2¢) with a test function g € Q and integrating over the domain £2,
we obtain the familiar equation

(div(u),q) =0. (3.3)

Proceeding next to (3.2b), which must be tested with a v € V, we see that ¢ in addition to being in
L?(Q,R4*4) must also be such that div(c) can continuously “act” on v, i.e., div(c) € H(div,Q2)*. By
Theorem 2.1, this is the same as requiring that

div(c) € H ! (curl, Q). (3.4)

Since any o in L*(2,R*?) has div(c) € H™'(2,R?), the non-redundant requirement that emerges
from (3.4) is that curl(div(c)) € H~'(2,R?). This leads to the definition

X ={t € H(curldiv,Q) : tr(7) =0}

where the requirement tr(7) = 0 is motivated by (3.1). Thus, testing (3.2b) with a v € Hy(div,2)* and
integrating the pressure term by parts, we have

(div(0),v) o (div,0) + (div(v), p) = 0. (3.5)
Finally, we multiply (3.2a) with a test function 7 € X to obtain (v~ 'dev(c),7) — (Vu,T) = 0. Since
(7, Vv) = —(div(7), V) gy div. Q) forall T € X, v € H} (2,RY), (3.6)
and tr(t) = 0, using the fact that the exact velocity is in H} (2,R?), we obtain
(v~ 'dev(0),dev (1)) + (div(T), u) gy (div.0) = 0- (3.7)

Note that in this derivation, while the normal trace of the velocity is an essential boundary condition
included in the space V, the zero tangential velocity boundary conditions was incorporated weakly as a
natural boundary condition in (3.7).



8 of 34 GOPALAKRISHNAN, LEDERER, AND SCHOBERL

Collecting (3.7), (3.5) and (3.3), we summarize the derived weak formulation: given f € Hy(div, Q)*,
find (o,u,p) € £ xV x Q such that

(v ldev(o),dev (1)) + (div(7),u) gy (giv,2) = 0 forallt e X,
(div(0),v) o (div,) + (div(v), p) = = (f, V) Hy(aiv.e)  forallv eV, (3.8)
(div(u),q) =0 for all p € Q.

In the remainder of the paper, we present an approximation of the weak formulation (3.8). It is possible
to prove that (3.8) is well posed. However, since we shall focus on a discrete analysis of a nonconforming
scheme based on (3.8), we shall not make direct use of the wellposedness in this work. As a final remark
on (3.8), we note that functions in X equal its deviatoric. Thus we could remove “dev” in the first term
of (3.8). However, we keep it to remind ourselves that o only approximates the deviatoric part of vVu.

REMARK 3.1 (Boundary conditions) In this work we only consider homogeneous Dirichlet boundary
conditions of the velocity, u = 0 on I". However, also other types of boundary conditions as for example
slip boundary conditions for the velocity and homogeneous Neumann boundary conditions (—vVu +
pld)-n=(—0 + pId) -n = 0 are possible. A detailed analysis regarding this topic is included in a
forthcoming work.

4. A discrete formulation

We present the discrete MCS method in this section. It is a non-conforming method based on the MCS
weak formulation (3.8). We shall begin by understanding the conformity requirements of H (curldiv, Q)
and then present the method.

Suppose £ is partitioned by a shape regular and quasiuniform triangulation .7}, consisting of trian-
gles and tetrahedrons in two and three dimensions, respectively. Here & denotes the maximum of the
diameters of all elements in .7},. Due to quasiuniformity 4~ diam(7') for any T € .7},. The set of element
interfaces and boundaries is denoted by .%,. This set is further split into facets on the domain boundary
F C Z,NI" =: 7 and facets in the interior F C .%,NQ =: .Z™. There holds .%, = Z"U.Z". On
each facet F € .Z,™ we denote by -] the usual jump operator. For facets on the boundary the jump op-
erator is just the identity. On each element boundary, and similarly on each facet on the global boundary,
using the outward unit normal vector n, the normal and tangential trace of a smooth enough u : Q — R¢
is defined by

Up,=u-n and u; =u— uyn.

According to this definition the normal trace is a scalar function and the tangential trace is a vector
function. In two dimensions, we may fix the symbol 7 to a unit tangent vector, obtained say by rotating n
anti-clockwise by 90 degrees (thus t = n'), so that u, = (u-t)t. In a similar manner for a smooth enough
0 :Q — R we set

T

Om=0:(n®n)=non and Oy =0On— Oyn.

Thus we have a scalar “normal-normal component” and a vector-valued “normal-tangential component,”
and in two dimensions ¢ may be thought of as a unit tangent vector and 6,,, = (tTon)z.

We need to understand the conformity requirements of H(curldiv, Q). Just as continuity of the
normal component across element interfaces is needed for H(div, Q)-conformity, we shall see that con-
tinuity of the normal-tangential component of tensors is needed for H(curldiv, Q)-conformity. Let

H™(F,) = {ve L*(Q):v|r € H™(T) forall T € 7}
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For @ C Q we use (+,-) to denote the inner product of L?(), L?*(®,R¥), or L*(®,R?*) and similarly
also || 1[5, = (-, )o.

Consider a ¢ in H'(.7,,R¥*?) and G,,|y7 € H'/>(3T) for all elements T € .7,. Assume that
the normal-tangential trace G,; is continuous across element interfaces. Then we claim that ¢ is in
H(curldiv, Q). To see this, the definition of the distributional divergence and integration by parts yields

(div(c),qb):f/gozvq) deE%/Tdiv(o).q) dx—/aT6n~¢) ds

forany ¢ € 2 (QJRd ). Splitting the boundary term into a tangential and a normal part we obtain

/ Cu-¢ ds= ) _/aTG””‘P” ds—/aTcr,,,-q)t ds

Te ?h Te,
/ Gnn(l)n ds— Z / [[Gnt]] '¢t ds.
Te % FeZy," F
As oy, is continuous across element interfaces, the second term vanishes. Hence
(div(o), ) / div(o)-¢ dx— / Cnn @ ds 4.1)
Teg,

< Y lidiv(o)lirlIllr + 16wl or)[10all 1207y < ()19l (civ.02)
Teg,

where ¢(o) is a constant depending on o. Since 2(Q,R¢) is dense in Hy(div, ), we conclude that
div(o) is in Hy(div,Q)*. Hence by Theorem 2.1, o € H(curldiv, Q).

Accordingly, one of the sufficient conditions for conformity in H (curldiv, ) is normal-tangential
continuity. Full conformity is obtained under the further condition that 6, € H'/ 2(dT), which demands
more continuity: if the normal-normal component trace is continuous at vertices and edges in two and
three dimensions, respectively, then the ¢ considered above would satisty o, € H 1/ 2(9T). If this latter
constraint is relaxed, much simpler elements can be constructed, as we shall see in Section 5.

The identity (4.1) also shows, due to density, that

<diV(G)7V>H0(div,_Q) = Zq [(diV(G),v)T - <Vn76nn>1-11/2(ar)] 4.2)
Te9),

for all v € Hy(div, ). Identity (4.2) will motivate the definition of some of our bilinear forms later.

Let PX(T) denote the space of polynomials of degree at most k restricted to T. Let P¥(T,R¢) and
P¥(T,R?*?) denote the space of vector and matrix-valued functions on 7" whose components are in
IP¥(T), and let

P*(F,) = H PH(T P*( 7, RY) = H P*(T,RY), P*( 5, R4 = H P (T, R4*4),.
TeF, Teg, TeZ,
Define
= {1 € PY(F5, R tr(1,) =0, [(th)w] =0, (Th)w € PKHF,RY) forall F € .%,}  (4.3)
V, :=P"(Z,RY) NV, (4.4)
0 =P (Z)nQ. 4.5)
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Whereas the discrete velocity and pressure space are conforming subspaces of their continuous counter-
parts, the discrete stress space X, is (slightly) non conforming, X, ¢ H(curldiv, Q). Furthermore, the
normal-tangential component (1), | of any 7, € P¥(.7,,R?*?) is a tangential vector field whose values
are in the tangent plane parallel to the facet . By a slight abuse of notation, we do not distinguish be-
tween this tangent plane and the isomorphic R?~! (when we write statements like *“7,, € P! (F,R¢~1)”
above in (4.3)).

For the derivation of a discrete variational formulation with these spaces, we return to (3.8) and
identify these bilinear forms:

a:P(Q R x 1*(Q,R”) - R, b1:VxQ—R,

a(o,7) = (v 'dev(c),dev(t)), by (u,p) := (div(u), p).
To handle the terms with the divergence of stress variables, we define another bilinear form

by: {t € HY(F,, R : [t,] =0} x {v e H' (T, RY) : [v,] =0} = R

motivated by the identity (4.2):

by(t,v):= ). /Tdiv(f)~vdx— ) /F[[’L'm,]]vn ds. (4.6)

Te9, Fe%,

By integration by parts, we find the equivalent representation

bha(ty)=— Y /Tr;deH y /FT,,,~[[vt]] ds @4.7)

T, FeZy,

since [T ]] = 0 and [[v,]] = 0. When trial and test functions are in the domain of these forms, the MCS
weak form (3.8) can be rewritten in terms of these forms.
The discrete MCS method finds (oy,, up, pp) € X, X Vi, X Qy, satisfying

a(O'h,Th) —|—b2(Th,uh) =0 for all 7, € X,
b2 (On,vi) +b1 (v, pn) = (—f,vn)  forall v, €V, (MCS)
by (up,qn) =0 for all g, € Op,.

Note that the velocity space is the well known BDM* space — see for example Boffi et al. (2013). The
pressure space is given by piecewise polynomials of one order less than the velocity space. By this we
have the property div(V},) = Qy. Therefore, any weakly divergence-free velocity field is also strongly
divergence free:

(div(up),qn) =0 < div(uy) =0 in Q. 4.8)

Thus, any velocity field u;, computed from the system (MCS) is exactly divergence free.

To conclude this section, we have shown that normal-tangential continuity appears to be natural for
the matrix functions ¢ arising in fluid mechanics. There are other fields where matrix functions with
tangential-tangential continuity arise naturally, as can be seen from the work of Christiansen (2011) and
the dissertation of Lizao (2018). Finally, normal-normal continuity in matrix functions appears to be
natural when solid mechanics is pursued in the approach of Pechstein & Schoberl (2017), as already
noted previously.



MCS FORMULATION FOR THE STOKES EQUATIONS 11 of 34

5. Finite elements

The aim of this section is to construct local finite elements that yield the global finite element space X,.
We introduce degrees of freedom (linear functionals) on each element which help us impose the normal-
tangential continuity. We also give an explicit construction of a basis on a reference element and provide
an appropriate mapping to an arbitrary physical element of the triangulation. This is especially useful for
the implementation as there is no need to compute a dual shape function basis by biorthogonalization.
The mapping technique permits easy extension to curved elements (although analysis of curved elements
is beyond the scope of this work). We then complete this section by introducing an interpolation operator
that we shall use in the error analysis of the next section.

The restriction of the function space X, defined in (4.3) to a single element T gives the local finite
element space Zi(T) := {7, € PX(T,R™) : tr(t,) =0, (7)) € PX1(F,R?"") on all faces F € 7},
where Z7 := {F : F C dT} is the set of element facets. Let

D:={Mc R (M:1d) = 0}.
Then we may equivalently write
SU(T) = {rh € PYT,D) : (T)w € P! (F,RY") onall faces F € %} . 5.1)

We proceed to study this space in detail, beginning with ID.

5.1 Trace-free matrices

As a first step, we construct a basis for the space of matrices ID particularly suited to study normal-
tangential components on facets. Let V;, i € ¥, denote the vertices of T, where ¥ := {0,1,2} and ¥ :=
{0,1,2,3} in two and three dimensions, respectively. Further let F; be the face opposite to the vertex V;
with the normal vector given by n;. The unit tangential vectors along edges are #;; := (V; = V;)/|Vi = Vj|.
Finally let A; be the unique barycentric coordinate function that equals one at the vertex V;. When d = 2,
define three constant matrix functions, one for eachi € ¥,

§':=dev (VA1 ®curl(Ai42)) (5.2)

where the indices i+ 1 and i+ 2 are taken modulo 3. When d = 3, for each i € ¥/, we define the
following two constant matrix functions

Sf) = dev (Vliﬂ ® (VA2 X Vli+3)), S’i = dev (VA,'H ® (VA3 X Vl,qu)), (5.3)
taking the indices i + 1, i 42 and i 4 3 modulo 4.

LEMMA 5.1 The sets {S':i€ ¥} and {S}:i€ ¥, g =0,1} form a basis of D when d =2 and

3, respectively. Moreover, the normal-tangential component of S* and Sf] vanishes everywhere on the
element boundary except on F;,

Sule; =0, (Sulr; =0, i#j, FeFr, i,jeY,
while on F; it does not vanish. Wheni= j € ¥ and d = 3,

T 1 T 1 T [
tis2ip3S0mi = 0, iy i0Somi # 0, tip3:41Somi # 0, (5.4a)

T ' T ' T '
tiy2,i4351Mi 0, 11,0810 # 0, 133,811 =0. (5.4b)
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Proof.  The first statement of the lemma follows once we prove the remaining statements. Indeed,
the linear independence of the given sets follows by examining their normal-tangential components
facet-by-facet using the remaining statements. The spanning property follows by counting.

To prove the remaining statements, we start with the two dimensional case. We define

Sij= dev (V&‘ ® Curl(?Lj)).
Then si+1,12 = S'. Since the nt-component of the identity vanishes, for any p € ¥ and any #,, € curl(4,)
t;s,"ji’lp = l‘; [V/l, ®Clll‘1()~j)}l1p = (V)v[ 'lp>(VA,j . l‘p).

All the stated properties in the two-dimensional case now follow easily from this identity together with
the fact that T is not degenerate.

Next, consider the d = 3 case. Let s; j = dev (V/’Li ® (VA x V?Lk)). If i, j,k,l is any permutation of
¥, by elementary manipulations, we see that for any p € ¥ and any ¢, € n[f,

tgsi7j7knp =c(n;-tp)(ty-np). (5.5)
for some ¢ # 0. Therefore on any facet F),, we have t;(Sf))n,, = t;(si+17i+27i+3)np =c(nit1-1p)(tix1i-np)

which yanishes for all p #isince njy -tipy1 =0and ty1;-nit2 =tiy1,-nip3 = 0. Similarly, we conclude
that (8). = 0 on all facets except F;. Since (5.5) also implies

T T T
tisijan =0, tysijen 70, tjsi jen 70,

the statements in (5.4) also follow. O

5.2 Normal-tangential bubbles

Let the element space of interior normal-tangential bubbles be defined by
PBi(T) = {1, € 5 (T) : (%) = 0}
LEMMA 5.2 Any b € %, (T) can be expressed as either
1
b=Y wAS or b=Y Y ul LS, (5.6)
IS4 q=0 iey

for d = 2 or 3, respectively, where ;, 1, 1 € P<-1(T). Consequently,

%k(k+1), itd =2,
dlm%k(T) = 8
k(e 1)(k+2),ifd =3,

Proof. We only show the proof in the d = 2 case as the d = 3 case is similar. By Lemma 5.1 applied to
the matrix b(x), we obtain

b(x)=Y a;(x)S', (5.7)

ey
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and matching degrees, we conclude that a; € P¥(T). Let ¢; equal the constant value of S%, |, which is
nonzero by Lemma 5.1. Then £1b(x)n; = c;a;(x) = 0 for all x € F;. Since a;(x) vanishes on F;, it must
take the form a;(x) = p;(x)A;(x) for some w; € P<~!(T). This proves (5.6).

The dimension count follows from (5.6): again considering only the d = 2 case, since U; € k-1 (T)
and {A;S": i € 7'} is a linearly independent set, the expansion in (5.6) shows that diim % (T) is 3 x
dimP*=1(T). O

5.3 Mappings

Suppose T is the unit simplex (d =2 or3)and T € . Let ¢r : T — T be an affine homeomorphism
and set Fr := ¢7.. Due to the shape regularity of the mesh,

|Fr|lo~h and |[|[F'lw~h™" and |det(Fr)|~h’. (5.8)

The proper transformation for functions in the H (div)-conforming velocity space V}, is the Piola trans-
formation given by (i) := (detFr)~! Friy,, where iy, is a given polynomial on the reference element.
The Piola map preserves the normal components on facets, so is useful for enforcing normal continuity.
For functions demanding tangential continuity, the proper transformation is the covariant transformation
given by € (i) == Fy T4, Therefore, to enforce the normal-tangential continuity required of tensors in
X, we combine the above two transformations and define

N
A (0= Gam

Fr T (6h0 7 M FL, (5.9)

where 6, € X;(T). Of particular interest to us is how the normal-tangential components on facets F €
Zr map. To study this, we use the restrictions of the map ¢r to a reference facet £ as well as to a
reference edge £ (a d — 2 subsimplex) in the d = 3 case, denoted by ¢r| ¢ and @7 |z, respectively. Their
gradients are denoted by Ff = (¢r|z) and FE = (¢r|z)’. In the next result, 4 and n denote the outward
unit normals vector on £ and F, respectively, while 7 denotes a unit tangent vector along £ (when d = 3)
or F' (when d = 2), and similarly, ¢ denotes a unit tangent vector along E or F.

LEMMA 5.3 Using the above notation and letting T = .# (1), we have
ctTtn=i"%n, where ¢ = {det(Ff)z =2,
det(FE)det(FF) ifd=3.
Furthermore,
tr(2)=0 <& tr(7)=0.
Proof. The unit normals and tangents on the reference and mapped configurations are related by

det(F 1 .
n=— ( ITF) Fy' and t=———Frf,
det(Fy') det(Fy)

with the understanding that in two dimensions we should replace F}E by Ff . Then

det(F; 1 Toan
FrT4E} et( T)FfTﬁ_ T

T L I S PO
det(Ff) T det(FE)det(Ff)

t Tn= t'F
"= de(FE) T det(Fr)

Finally, the statement on traces follows from tr(F; 1 F} ) = tr(%). O
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5.4 Definition of the finite element

We define the local finite element in the formal style of Ciarlet (2002) (also adopted in other texts, e.g.,
Ern & Guermond (2004); Braess (2013)) as a triple (T, X (T),®P(T)), where the geometrical element
T is either a triangle or a tetrahedron, the space X (7') is defined by (5.1), and @(T) is a set of linear
functionals representing the degrees of freedom defined as follows. The first group of degrees of freedom
is associated to the set of element facets .71, the set of d — 1 subsimplices of T': for each F' € .Zr, define

of (1) := {/F’Em-r ds: rEIP’kl(F,Rdl)}. (5.10)
The next group is the set of interior degrees of freedom given by
&7 (1) := {/TT:FT(f]o(])Tl)FTl de: f) € %’k(f)}. (5.11)
Then set
O(T):=d"u{d": Fc Fr}. (5.12)

We proceed to prove that this set of degrees of freedom is unisolvent and that the number of degrees of
freedom matches the dimension of X (T').

THEOREM 5.1 The triple (7, X (T), P(T)) defines a finite element and

kD) -3, ifd =2,
dim(5(1)) = | 2
Sl (k4 2)(k+3)~8(k+ 1), ifd =3,

Proof. To prove the unisolvency of the degrees of freedom, consider a 7, € X (T) satisfying ¢ (7,) =0
for all ¢ € D(T). As (1) € PK"1(F,RI"1) the facet degrees of freedom ¢(7;,) = 0 imply that 7, €
P (T). The interior degrees of freedom then yield

OZ/ThZFTTA]FfIZ/FgTthTlﬁZ/(detFT)iltﬂil(Th):ﬁZ‘/At//fil(fh)lﬁ
T T T T

for all i € % (T). By Lemma 5.3, . (1) is in %;(T), so this yields .# ~'(7;) = 0 and thus 7, = 0.

It only remains to prove the dimension count. The dimension of X (T) is given by dimP*(7', D) mi-
nus the number of linearly independent conditions represented by the constraints (7;,),, € P*~! (F,R?~1)
for all F € Zr that every 1), € X;(T) must satisfy. Therefore,

dim(Z(T)) > dimP*(T, D) — dim [P*(F, R ")\ P* H(F, R )]
= (d*—1)dimPX(T) — (d +1)(d — 1)dim [P*(F) \ P* 1 (F)].
Let Ny, denote the number on the right hand side. Using Lemma 5.2 to count the number of degrees
of freedom in @(7T'), we find that it coincides with Ny, . Since Ny, linear functionals on X;(T') are

unisolvent, we conclude that dim(X (7)) = Ny, , which after simplification agrees with the statement of
the theorem. O
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5.5 Construction of shape functions
In view of the previous results, we can now write down shape functions in barycentric coordinates. Its
not difficult to see that on any triangle 7', the set of functions

2% l+2S' lﬁolﬁl )Lﬁz

741 +17%42

(NS, (5.13)

forall i € ¥, and all multi-indices (@, ) and (Bo, B1, B2), with o; > 0, B; > 0 having length a; + o, =
Bo+ B1 + B2 = k— 1, form a basis for Z;(T). Similarly, when 7 is a tetrahedron, the following set is a
basis for Xy (T):

AB s s APl AP AP (s, (5.14)

+17M+27%+3 +17%42

foralli € ¥, q=0,1, and all multi-indices (¢, 0, a3) and (o, B1, B2, B3), with a; > 0, B; > 0 having
length o + 0 + 03 = Bo+ B1 + B2 + B3 = k— 1. Instead of proving the linear independence of functions
in (5.13) or (5.14), in the remainder of this section, we opt to do so for another set of reference element
shape functions that we have implemented. By using a Dubiner basis instead of barycentric monomials,
the ensuing construction produces better conditioned matrices.

We start by defining some basic notation needed for the construction. The reference element is given
by

—{(xl,xz)eR :0<xp,xand x; +xp < 1} for d=2,

~) ﬂ)

= {(x1,x2,x3) eR3:0 < x1,x2,x3 and x; +x2 +x3 < 1} for d=3.

For d = 2 we further define the reference faces and the corresponding normal and tangential vectors (see
left picture in Figure 1) by

. 1 . 1
F()Z{(X],XQ)ER 0<x,0p <1 X]—FXQ—I} g := E(I,I)T, to \Tz(— )T
F={(0,x)eR?:0<x, <1}, A= (—1,0)T, f = (0,-1)T,
B ={(x,0) e R?:0<x; < 1}, Ay == (0,—1)T, b= (1,0)T.

For the three dimensional case we have

Fy= {(xl,xz,x3)€]R 10 < xp,x0,x3 < Ly +xp+x3 =1},
Fi ={(0,x2,3) € R*: 0 < xo,x3 < 1,0 <o +x3 < 1,
B ={(x O,X3)ER2:O<X1, x3 < 1,0 < x +x3 < 1},
By ={(x1,%2,0) €ER*: 0 <xp,x, < 1,0 <y 12 < 1,

with the associated normal and tangential vectors (see right picture in Figure 1)

1 1 1
Agi=—(1,1,1)T,  for:=—=(~1,1,0)T,  fpp:=—(0,1,—1)T,
0 s(LLD 01 ﬁ( ) 02 \/Z( )

ﬁl = —I,O,O)T, fll = (07_170)Ta f12 = (ana_l)Ta

(
Ay :=(0,—1,0)T, fr1:=(1,0,0)T, £ :=(0,0,—1)T,
(0,0,—1)T, f31:= (1,0,0)T,  f35:=(0,—1,0)".
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l'Q‘

(07 1>0)

£32 = 7§11

o (0,0,0) L2

EE a1
(1,0,0) *

FIG. 1. The reference element and the corresponding normal and tangential vectors in two and three space dimensions.

In Section 5.1 we presented the construction of element wise constant matrices. Applying these
techniques on the reference element (including a scaling with a proper constant) we derive for d = 2 the
matrices given by

o -1 0 o 05 0 o 05 -1
0._ 1. 2.
§ ._\f2<0 1) and § ._<1 _0.5> and § ._<0 _0.5), (5.15)
and for d = 3 the matrices
F 00 10 0 2 10 2 0 1
S=velo L o] S=(1 F o].F=0 L o].f=(0 L1 of,
0 0 % 0 0 1 0 0 1 0 0 % (5.16)
Lo o Lo o Lo o : 0 '
=velo I o).8i=(0 1 o].$i=(0 1 o 8=|0 F 1
0 0 1 0 0 1 = 0o 0 1

Note that in order to follow the ideas described in Section 5.1 we took a particular choice of the number-
ing of the vertices of 7" and the corresponding tangential vectors. Similar as in Lemma 5.1, a elementary
calculations show that

118 = &; and fi48h;=0  for i,j=0,12, 517

fSihj =686, and  iyASia;=0  for  ij€0,1,2,3 and ¢,l=0,1. '
and that {$":i=0,1,2} and {S; :i=0,1,2,3;4g=0,1} is a basis for D in two and three dimensions,
respectively. Based on these constant matrices we now construct shape function for the local stress
space Xy (7).

We start with the two dimensional case. Let /;(x|) be the Legendre polynomial of order i and let

I3 (x1,x2) := xb1;(x1 /x2) be the scaled Legendre polynomial of order i. Further let p/(x1) be the Jacobi
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polynomial of order i with coefficients & = j, f = 0. For a detailed definition we refer to the works
Abramowitz (1974); Andrews et al. (1999). We then define

Fij(Aa Ag, Ay) =1} (Ag — Aoty Aa+ Ag)p7 T (Ay — Aa — Ag). (5.18)

The polynomials 7;;(Aq,Ag,Ay) With 0 < i+ j < k and an arbitrary permutation («,f,7) of (0,1,2)
form a basis of the polynomial space P¥(7',R). Next note that p3'™! is constant, thus 7;;(Ae, Ag,Ay) =
#i0(Aa,Ag). Then there holds that for 0 < i < k the restriction of the polynomials #o(Aj41,4;42)] £y
where the indices j+ 1 and j+ 2 of the barycentric coordinate functions are taken modulo 3, form a
basis of the polynomial space P*(F;,R) (see chapter 3.2 in Karniadakis & Sherwin (2013) or in Dubiner
(1991)). By this we define a local basis of the stress space by

P = {§hi0(Ajs1,Aj42) 1 j=0,1,2and 0 <i < k—1},

Pl = {4874 (Aos My A2) 1 j=0,1,2and 0 < i+ 1 < k—1}.

For d = 3 we define similar as before

Fiji(Aas A, Ay, As) (5.19)
=15 (A — A o+ Ag) P55 Ay = Ao — g, Ayt e+ Ag)p) 2T (A5 — Ao — A — Ay,

where p{ ’S(xl \Xp) i=X p{ (x1/x2) is the scaled Jacobi polynomial. Again we have that 7;j;(Aa, A5, Ay, As)
with 0 < i+ j+1 < k and an arbitrary permutation (e, 3,7, 8) of (0,1,2,3) defines a basis for P¥(7',R)
and that for 0 < i+ < k the restriction 7;;0(Aj41,A42,4j43) 7, is a basis of P¥(F;,R) where the indices
of the barycentric coordinate functions are now taken modulo 4. By this we define the local basis on the
reference tetrahedron by

BE = {SIFu0(Aj1,Ajs2,Aj13) 1 j=0,1,2,3and g=0,1 and 0 < i+ <k—1}
B = {A;S]Rug (A0, A1, A2,43) 1 j=0,1,2,3and ¢ =0,1and 0 <i+1+g<k—1}.

THEOREM 5.2 The set of functions {¥ U} is a basis for X (7).

Proof We start with the two dimensional case. An elementary calculation shows that the functions
;ST with i = 0,1,2 are linearly independent. Let Oc’ €Rand [3’ € R be arbitrary coefficients and define

Si’ = S$7Fi0(Aj41,A42) and Bi]l := 4,877 (20, A1, A2). We assume that
2 k-1 2 k—1k—1 0 0
Y Y olSi Y ¥ YA (o o).
j=0i=0 Jj=0i=0 I=i

and show that this induces that all coefficients are equal to zero. This then proves the linear independency
of {‘PkF U ‘E(T} Let I::g with g =0, 1,2 be an arbitrary reference face. Due to (5.17), there holds

2 k-1 2 k—1k—1 k—1 k—1
1T s LT T o) a1 (L )o - (g af@ga-o<xg+l,ag+z>) =0
j=0i= j=0i=0 [=i i=0 i=0

As 7i0(Ag+1,¢42) is a polynomial basis on F,, and $¢,7, and 7, are constant it follows that all coeffi-
cients o have to be zero. As g was arbitrary we conclude Oc’ Ofor j=0,1,2and 0 <i<k—1.
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As the functions 4,8 are linearly independent we have for each g = 0, 1,2 (due to the assumption at
the beginning)

k—=1k—1 R k—1k—1 R 0 0
Y Y A= L YA = (o)

i=0 I=i i=0 I=i

As Fyy g is a basis for A,P<~1(7'), and the last equation holds true for all points in 7" we conclude B =0
for 0 <i+! < k—1. As g was arbitrary we conclude that all coefficients are equal to zero. Note that
by tr(S%) = 0, all shape function in {¥f U} are trace free and are further tensor valued polynomials
up to order k. Further the normal tangential trace is only a polynomial up to order k — 1 thus all shape
functions belong to X (7). Counting the dimensions we have by Theorem 5.1
N N 3k(k+1)
|+ 7| = 3k 2D
what concludes the proof. In three dimensions we proceed similar. The linearly independence can be
shown with the same steps. Further with the same arguments all shape functions belong to Xy (7). Again
by Theorem 5.1 and

k(k+1)
2

:NZku

we conclude the proof. 0

REMARK 5.1 Note how the basis was separated into shape functions associated to faces (‘ECF ) and
shape functions associated to the element interior ('f’kT). The polynomial degrees in each group can be
separately chosen to construct a variable-degree global finite element space (e.g., for Ap adaptivity).
E.g., the span of the union of ‘Iﬁ and ‘P,g gives an element space that has normal-tangential trace of
degree k1 — 1 and inner (bubble) shape functions of degree k.

5.6 Construction of a global basis

Using the local basis on the reference triangle 7 we can now simply define a global basis for the stress
space X,. This is done in the usual way. Using the mapping .# and a basis function § € {‘PkT U ‘E(F }
we define the restriction of a global shape function S (with support on a patch) on an arbitrary physical
element 7' € .7, by

S:=.4(S).

Next we identify all topological entities, vertices and faces, of the physical element 7 with the
corresponding entities of the global mesh. This identification is needed as faces and vertices coincide for
adjacent physical elements. Note that the global orientation of the faces (and edges) plays an important
role in order to assure (normal-tangential) continuity. This is a well known difficulty: see Zaglmayr
(2006) for a detailed discussion regarding this topic. By this we construct global basis functions which
are, restricted on a physical element T € .7}, always a mapped basis function of the basis defined on the
reference element 7.

Further note that due to Lemma 5.3 the resulting basis functions are normal tangential continuous,
thus [[S,,]] = 0. To see this let ¢; be the mapping of an arbitrary element 7; and let ¢, be the mapping of
an element T such that F = T; N T». There exists a reference face F' C 97 such that F = ¢; (F ) =01 (F )
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(in the sense of a set) and ¢1|z = ¢2|4 (in the sense of equivalent functions). By this, and the same
ideas for an reference edge E in the three dimensional case, the constant ¢ in Lemma 5.3 is the same for
both mappings. In two dimensions we have the identity S,, = (7 Sn)¢, thus Lemma 5.3 implies normal-
tangential continuity of S because S was a mapped basis functions of the reference element. In three
dimensions S, is a tangent vector in F'. Each tangent vector can be represented as a linear combination
of two arbitrary edge tangent vectors #; C dF. By Lemma 5.3 we deduce that the scalar values #;,Sn
are preserved, thus again we have normal tangential continuity. Taking all functions in {'ff U 'ECF } and
mapping them to each element separately results in a basis for X,.

5.7 An interpolation operator for the stress space.

We finish this section by introducing an interpolation operator for the stress space and showing an
approximation result. Using the global degrees of freedom of X, a canonical interpolation operator Iy,
can be defined as usual. On each T € .7}, the interpolant (I5, o)|r coincides with the canonical local
interpolant Iy (o|7) defined, as usual, using the local degrees of freedom in &(T'), by

¢(oc—Irc)=0 forall¢p € P(T). (5.20)
Recalling the map . from (5.9), note that .7~ (c) = det(Ff )F¥ (6 0 ¢r)F .
LEMMA 5.4 For any o € H!(T,R%*9),
M Iro) =1 (47 (0)).
Proof. Since both the left and right hand sides are in X (7'), it suffices to prove that
¢ Iro)—1;(4"c) =0 forall § € d(T). (5.21)

To see that (5.21) holds for the interior degrees of freedom on T as defined in (5.11), noting that F
is the identity, we have for all fj € %(T),

/f[//fl(lm)—zf(//ﬂo)] L FpAFy d)?:/f[///’l(ITG)—///’IG} A di
:/(ITG—G)iFTﬁFFI dx=0
T

due to the equality of interior degrees of freedom on 7 in (5.20).

Next, consider the facet degrees of freedom. We only consider the d = 3 case (as the other case is
simpler). On an arbitrary facet ' € F4, choose two arbitrary edges E\,E> with unit tangential vectors
fi and 7. Using a dual tangential basis §| and §, such §; -f; = &;;, we expand

[t~ (Ir6 — 0)| = [i A~ (Ir o — 0)A)$§) + [B3 A (Ir 6 — O)1)$2.
Next we choose arbitrary 71,7, € P*"1(F R) and define

A

P AP - B
7= .
det(Fg,) ' det(Fg,) ~

Let r; = 7; 0 ¢r. Using a biorthogonal basis 51,57 with respect to unit tangents ¢; and #, of mapped edges
E| and E;, we have r := rt; + r2tp. Using Lemma 5.3 we deduce

[~ (It 6 — O] = det(Ff )det(Fg, ) [t] (Ir o — 0)n]$1 + det(Ff )det(Fg, ) [t (Ir o — o)nls2,
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S0
/ﬁ[//il(lﬂy =7 = /F[tlT(ITG —o)nrisi -1 dx+/F[l‘2T(ITG —0o)n|rysy -ty dx
- ./I;[(IIF(ITO' —o)n)s, + (1 (Ir6 — 0)n)sa] - [r1t1 + rata] dx
:/F(ITG—G)m.r dx =0
where the last equality is due to the equality of the facet degrees of freedom in (5.20). O

THEOREM 5.3 (Interpolation operator for ;) Forany m > 1 and any o € {t € H"(.7,,R™*?): [1,] =
0}, the interpolant /5, o is well defined and there is a mesh-independent constant C such that

|w—mdu@+¢z:ww—m®M&<aﬂdm@> (5.22)

FEgzh
for all s < min(k,m).

Proof. Let 6 = .#'(o|r). By Lemma 5.4, .#/~'(0c — Iro) = 6 — I;6. By the unisolvency of the
reference element degrees of freedom (Theorem 5.1),

6—1;6=0 forall & € PF (7RI
Now a standard argument using the Bramble-Hilbert lemma, the continuity of I; : H*(T,R%*4) —

L?*(T,R¥*4), and scaling arguments, finish the proof. 0

6. A priori error analysis

In this section we show discrete inf-sup stability of the MCS method, optimal error estimates (Theo-
rem 6.3) and pressure robustness (Theorem 6.4). The error analysis is in the following norms.

2
11z, = 1Tl 720y = |l dev (7)[[72 - Th € Zn,
1
vally, = vl o= Y, IVwllF+ Y 2 ITOw)IIE Vi € Vi,
h
T, Fe.7y,
gl = llanl (), a1 € Q.

Comparing with (appropriate) norms of the infinite dimensional spaces V and X, these norms might
seem unnatural. But we choose these norms in order to obtain velocity error estimates in an H'-like
norm comparable to the standard velocity-pressure formulation. Since our discrete spaces do not admit
H'-conformity, our || - ||v;,-norm contains a term that penalizes the tangential discontinuities (as in the
analysis of discontinuous Galerkin methods). The L?-like norm on the X}, is also related to an H'-like
norm of the velocity since we expect oy, to be an approximation of vVu. From this section on, for
convenience, we shall assume that v is constant.

6.1 Norm equivalences

We use A ~ B to indicate that there are constants ¢, C > 0 independent of the mesh size h and the viscosity
v such that cA < B < CA. We also use A < B when there is a C > 0 independent of & and v such that
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A < CB (and 2, is defined similarly). Due to quasiuniformity, the following estimates follow by standard
scaling arguments: for any £ € X;(T'), letting T = . (%),

Wl ~ 143 - 6.1)
On any F € %7, Lemma 5.3, together with a scaling argument yields

1 T}~ 75

0 (6.2)

LEMMA 6.1 For all 7, € X,

I3, ~ ¥ ldev(@m)B+ X Al (o)ul[2-
T€¢f7h FEeg?h

Proof. By finite dimensionality, for any face F' € %5,
oAl 5 < 18llg 7, forall 4, € Zu(T).
Due to (6.2) and (6.1), this yields

Z hH Th nt HFN Z HThHTV for all Thezk(T)'

FeFy, Tegy,

This proves one side of the stated equivalence. The other side is obvious. O

On each facet F € %, with normal vector np, let HFO denote the L? projection onto the space of
constant tangential vectors in ng, i.e., for any vector function v € L(F,ny ), the projection IT0v € ny-
satisfies (ITov,t)r = (v,t)F for all t € nj-.

LEMMA 6.2 Forall v, €V},

Wally, ~ X IVl + Y HHF i)l |5
T, Fe/h

Proof. One side of the equivalence is obvious from the continuity of IT, I?. For the other direction,

2
Ivally, < X [1Vnlf7+ Z *||HO [ow) D7+ ARG R il (6.3)
T, FeZ,
Now, on each facet F € ., we use the standard estimate || (v ); — T2 (v): ||F <2 ||Vvy||7 to complete
the proof. O

6.2  Stability analysis

LEMMA 6.3 (Continuity of a, b1 and by) The bilinear forms a, by and b, are continuous:

for all oy, 7, € Xy,

1 1
a(on, ) S W ||Gh||zh W ||ThHZh

bi(vi, pn) S [1vallv |1 Palloy for all v, € Vj,, pp € On
bz(Gh,Vh) g HGhHZh HVhHVh for all o}, € Xp,,v, € V).
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Proof. The continuity for the bilinear forms a and b; follows from the Cauchy-Schwarz inequality, we
only consider b, which by (4.7) can be written as

b V) = Vv, dx . a [vp)e]l ds.
2(0n, Vi) T€%/Gh h +F§%h/F(Gh> [(va)]

Since (0y)n = (dev (oy))n, we conclude the proof by Cauchy-Schwarz inequality and Lemma 6.1. [0

LEMMA 6.4 (Coercivity of a on the kernel) Let K, := {(ty,,q1,) € Xy X Op : b1(vi,qn) + ba(0p,vi) =0
for all v, € V,,}. For all (o, pp,) € Kp,,

1 2
=(lloullg, +lpalle,)” < alon,on).
v d

Proof. Let (oy,pp) € Kj, be arbitrary. As v=! ||oy, ||§h = a(oy, oy) it is sufficient to bound only the norm
of py. It is well known — see e.g., Boffi er al. (2013) — that for any p;, € Oy,

Fon €Vir div(ve) = pa, [allv, S lpalloy- (6.4)
With this vy,
pallg, = / div(v,) pn dx = by (vi, pn)
Te7
= —b2(Op,vn) as (O, pn) € Ki,
/ oy Vv dx— ) / on)nt - [[(vi):] ds by (4.7),
Tejh FeZ,
< |ldev (on)ll 20 l[vallv, using Lemma 6.1,
Sllonlls, [1pallo, by (6.4).
O

Next, we proceed to verify the discrete LBB condition (in Theorem 6.1 below). Define

V0 := {wy, €V, : div(w;,) = 0},

1/2
1Vall1,dev.n == ( Z [ dev (V)17 + Z HHF V)i ]H2> :

Ke, FE/h
As || V|3 ~ || dev (Vv,)||3 + || div(vy)||% on any T € .7, and for any v, € Vj,, we have by Lemma 6.2
th”Ldev,h ~ |lvally, forallv, € Vho. (6.5)

A first step towards proving the LBB condition is the construction of a specific stress function 7, which
only depends on dev (Vvy,) for any v, € V}?. Using this 1, we prove an LBB condition for b, on Vo,
which is the content of the next lemma. As 7, € X has a zero trace, we cannot in general control the
divergence of a general v, € V}, solely using such a 7;,. Therefore, to complete the proof of the full
inf-sup condition (in the proof of Theorem 6.1 below), we utilize an appropriate pressure test function
as well.
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LEMMA 6.5 For any nonzero vy, € Vj, there exists a nonzero 1, € X, satisfying by (T, v;) = ”VhH%.,dev,h
and HTh”Eh S ||VhH 1,dev,h» SO by (6.5),

by (7T
vally, < sup 22(v)

for all v, € V,? .
T/,EZ/I H Th ||Eh

Proof.  Since the ideas are the same for d = 2 and 3, for ease of exposition, we give the details
of the proof only in the d = 2 case. Because of the decomposition of the degrees of freedom into
face and interior degrees of freedom (see (5.10) and (5.11)), we may decompose X, = Z,? &) Zg where
2,? = Pgeg,%k(T) and Zé is the span of facet shape functions (see also Remark 5.1). In particular, 2}}
contains the lowest order shape function S¥ with the property that S%, € nj and ||S%, || = 1 on the facet
F and equals (0,0) on all other facets in .%,. (S¥ can be explicity written down by mapping (5.15) or
by appropriately scaling (5.2).) Given any vj, € V,? , define
1

=Y Y —(SFidev(Vu)AFST, =) W(H}%H(vh»ﬂ)S", (6.6)
TeT, FEFr FeZ,

where Af is the barycentric coordinate of 7 that vanishes on F (thus is Af S is a linear inner nt-bubble).
Below we shall construct a linear combination of these functions to obtain the 7, stated in the lemma.

By (6.1) and (6.2), a scaling argument (like in Lemma 6.1) shows that there is a mesh-independent
C such that

1
lalz, <o X L ImRIem - 67)
F

S

A similar scaling argument also shows that

15, < X lidev (Vw3 6)
TeI,

By construction, (7)), vanishes and

bo( ) = ¥ f/TT,?:Vvh dr=Y / Y (8" : dev(Vop)) AL

Teyh Tefyl.z r FeZr
Since the functions S¥ form a basis for I) by Lemma 5.1, a scaling argument shows that

ba(tyvi) 2 Y [[dev(Vvy) |7 (6.9)
TeI,

Next, set 7, = Y ’Cg +" ’L’ﬁ where 7}y and y; are positive constants to be chosen. Then

ba(Tuvn) 2% Y, [ldev (V)17 + viba(Ty,vi) by (6.9)
TeI,
=1 Y, lldev(Vw)l7+mn ( Y[t ¥ [ @ 100 ds)
TE9, T€, T FeZy, F

1
=% Z Hdev(Vvh)H%f}/l Z /‘C,} sdev(Vvy) dx+y Z z||I"I,(7)[[(vh),]]||12F by (6.6).
= e’ T FeZy
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Applying the Cauchy Schwarz inequality and also Young’s inequality with § > O we further have

1 2
ba(Tivn) 200 Y, Ildev (V)7 —villmlls, [ Y Idev(Vo)3+n ) EHH}V)H(Vh)t]]HF

Te), = FeZ,
%o N
2 (0-22) ¥ e ol = (1-5) 2 5 jnpion 1)},
Te, FeZy,
where in the last step we also used (6.7). Choosing 6 =Cy,y1 =1/6 =1/Cj,and % =1,
ba(tivi) 2 Y, lldev(Vw)ll7+ Y HHF il (6.10a)
T€¢7h FEL%h

Let us also note that (6.7) and (6.8) yield

Il < Y lldev(Vunliz+ 3 fHHF il (6.10b)
T, FeZ,
The estimates (6.10) and the norm equivalences of (6.5) and Lemma 6.2 complete the proof. [l

THEOREM 6.1 (Discrete LBB-condition) For all v, € V,,

b by (T
sup 1(Vi, qn) + b2 (T, vi)
(anesaxon  lls, +llanllg,

Z [vallv, (6.11)

Proof. By Lemma 6.5, for any v, € V,, there is a 1, € X, satisfying b (T, vy) 2 thHidev,h and
I1%lls, < [1vally gevn- Next we choose the pressure variable g; = div(vy), which is possible due to the
specific choice of V, and Qy, so that by (v, g) = ||div(vy) ||2Qh. With these choices of 7, and g, we have

2 .
b1(viqn) + b2(Th, vi) - VAlIT dev.n + I1div(va) 13,
Iz, +llanllo, ~ 17all 5, +[lgnllo,

2 lvallv,-

O

REMARK 6.1 (Residual stabilization alternative) A crucial ingredient in the proof of the LBB condition
was the choice made in (6.6). The choice of ‘L'g in terms of (S¥ : dev (Vvy))ALSF was admissible as
dev (Vuy) is a polynomial of degree k — 1 and X, contains the element-wise bubbles of degree k in
% (T). This choice would not be admissible if we had used bubbles in % (T) instead of % (T).
Therefore, if we replace the stress space by the lower degree space

5= {me P (Z3, R - () =0, [(Th)ne]] = O},

the above proof can no longer be used to conclude stability of the resulting method. Yet, it is possible
to get a good method (with optimal error convergence results) using X, by a residual-based stabilization
term. Define ¢ : [L*(Q,R¥*?) x V| x [L*(2,R?*?) x V] — R by

1
c((o,u),(t,v) / 6—Vu): (—=t—Vy) dx.
Te? 2 v

When this form is added to the system (MCS) and X, is replaced by I, itis possible to prove stability.
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THEOREM 6.2 (Consistency) The mass conserving mixed stress formulation (MCS) is consistent in the
following sense. If the exact solution of the mixed Stokes problem (3.2) is such that u € H'(Q,R%),
o € H'(Q,R¥?) and p € L3(Q2,R), then

a(o,ty) +ba(ty,u) +ba(0,vy) + b1 (v, p) + b1 (1, q1) = (—f,vn)e

forall v, € Vj,q, € Qp, and 7, € X,

Proof.  As the exact solutions ¢ and u are continuous we have [0;,,]] = 0 and [u]] = 0 on all faces
F € %), and thus using representations (4.6) and (4.7) we have

by(o,vp) = Z /Tdiv( )-vy, dx— Z / Ounl|(vi)n ds = Z /le vy, dx
TeT),

FeZy, T,
and
b (T, 1) = /r,, Vudi+ Y /(Th)m~[[ut]] ds = — /r;, Vu d.
Teg, FeZ, F Teg,

Using div(u) = 0 we further get that by (i, q;,) = 0, so all together we have

a(o, ) +ba(Th,u) +b2(0,vy) + b1 (vi, p) + b1 (u, q)

o 1 n "
= [ —dev(o):dev(ry) dx— ¥ /Th:Vu dr+ Y /div(a)-vh dx+/ div(vy)p dx
Qv ey I ey I o

For the exact solution we have dev (6) = vVu. Further, as div(z) = 0, a simple calculation shows that
Ty : Vu =15, : dev (Vu) = dev (13,) : Vu. Using integrating by parts for the last integral we conclude

a(o,T) +ba (T, u) +ba(0,vi) + b1 (v, p) +b1(u, qp)

_/ Vu:dev(z,) dr— Y /dev(rh):Vu dr+ Y /div(c)-vh dx+/ div(vp)p dx
T, TeI, Q

:/Qdiv(o)-vh dx—s—/QdiV(vh)p dx=/Q [div(c) —Vp] v dx:/Q_th dx.

6.3 Error estimates

THEOREM 6.3 (Optimal convergence rates) Let u € H'(Q,RY) NH"(.7,,R?Y), 6 € H'(Q,R™*4)N
H™1(Z,,R¥) and p € L3(Q,R)NH™ (7, R) be the exact solution of the mixed Stokes problem
(3.2). Further let oy, u;, and p;, be the solution of the mass conserving mixed stress formulation (MCS).
For s = min(m — 1,k) there holds

1 1 1 1
||t — uplv, + v o —0ouls, + ;||P—Ph||Qh ShK <||“|Hs+l(yh) +;HGHHS(9,1) + V|P||H»f(,7h)) .
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Proof. The proof is based on the discrete stability established above, which we shall use after bounding
the error by triangle inequality into interpolation error and a discrete measure of error, as follows:

1 1
[lu—ullv, + - ll6 = Gulls, + T 1P = palle,
1 1
S llu=tyullv, + - l|o = Ix,0]5, + S llp =g, pllo, (6.12)
1 1
+ 1=l + 7 |[1,0 = |, + 7 [llo,p = palloy-

Here Iy, is the interpolation operator studied in Theorem 5.3, Iy, is the standard H(div)-conforming
interpolant — see Brezzi et al. (1985); Raviart & Thomas (1977) — and Iy, is the L? projection into Q,.
Note that for s = min(m — 1,k) we have the approximation results

HufthuHVhS,hS””HHHI(%) and prlthHQhShSHpHHs(gh). (613)

When this is combined with (5.22) of Theorem 5.3, the first three terms on the right hand side (6.12)
can be bounded as needed.

To bound the remaining terms of (6.12), we first define the following norm on the product space
Vi X Xy, X Qp, given by

1

II(uh,Gh,ph)ll*:W\Iuhllvﬁﬁ(llchll,:thIIphIIQh)

Using the Brezzi theorem — see for example in Boffi ef al. (2013) — the LBB condition of the bilinear
forms b and b, (Theorem 6.1), the coercivity of a (Lemma 6.4) and the continuity (Lemma 6.3) imply
inf-sup stability of the bilinear form

B(un, O, pps Vs Tny Gn) 2= a(Oh, Tw) + b1 (un, qn) + b1 (vi, i) + b2(0n, vir) + b2 (Th, un),
with respect to the product space norm ||(-,-,)||«, i.e.,

B(ly,u—up,I5, 6 — 03,10, P — Phs Vi, Thy qn)

||(1th_uh7]2h6_GhaIth_ph)H* < sup
(VisThsqn) EVie X Zp X Qpy s T )«
< sup B(IVhM—M,IZhO'_G,Ith_p;Vh,Th,CIh)
~
(Vs Thqn) €V X Zpy X O 11V, Th )l 7

where we used the consistency result of Theorem 6.2 in the last step.
Next, we estimate the terms that form B(ly,u — u,Iy,6 — &,1p, p — p; Vi, Th,qn). Using the Cauchy
Schwarz inequality,

a(Iy, 0 —0,7,) + b1 (Iy,u —u,qp) +b1(va,Ig,p — p)

1 1 1 1
S (W HIEhG— O-HZ,, v [17all5, ) + (\NHIVh”_”HW,WH%HQh) + (\NHVHWWHIQhP—PHQh)

<||(v,u —u, Iz, 0 — 0,19, p — P)||+||(Vh, Tns qn) ||+
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For the terms including the bilinear form b, we also have by the Cauchy Schwarz inequality applied on
each element and each facet
ba(Is, 0 — 0,v) +ba (T, Iy, u — u)

< Y Valls,o = )ullr—= 10w llr+ Y (15,0 —ollz||Vvallr

1
FeZy, \/fl T,

+F€Zﬂ \/m‘(fh)ntHF%H[[(lvhu—M)t]]HF +T€Z%|\rh\|T\|V(1th_u)||T,

Scaling with /v and applying the norm equivalence Lemma 6.1 finally yields

bz(]th— G,Vh) —i—bz(Th,Ivhu—u) <

~

1 1
<\N(HIEIIG—GHE,I ML )y hll(lz,,G—G)mII%+W||1v,,u—ullvh> [y T 0) -

F€¢a‘\h

All together this leads to the estimate

H(Ith_thZho-_ Gh71th_ph)||*

1
— | X Hllz,0—0)ulli
\/V FE.}?;, :

Again, with (6.13) and (5.22) we conclude the proof. O

Syu—u,Ix,6 —0.Ig,p—p)ll«+

6.4 Pressure robustness

We define the continuous Helmholtz projector [P as the rotational part of a Helmholtz decomposition
(see Girault & Raviart (2012)) of a given load f

F=VO+&=VO+P(f),

with @ € H'(Q)/R and § =: P(f) € {v € Hy(div, Q) : div(v) = 0}. Testing the second line of (3.8) with
an arbitrary divergence free testfunction v € {v € Hy(div, Q) : div(v) = 0}, we see that

(divo,v) gy aiv.2) = — (P V) Ho(div.2)»

hence ¢ = vVu is steered only by a part of f, namely P(f). If the right hand side is perturbed by a
gradient field Vo, then ¢ and u should not change as P(f + Vo) = P(f). In the work by Linke (2014)
this relation was discussed in a discrete setting. If a discrete method fulfills this property, it is called
pressure robust because one can then deduce an H!-velocity error that is independent of the pressure.
The convergence estimate of Theorem 6.3 includes the scaled term 1/V||p|[s(7,) which blows up as
v — 0. However, the mass conserving mixed stress formulation (MCS) is pressure robust, allowing us
to conclude that velocity errors do not blow up as v — 0 by virtue of the next theorem.

THEOREM 6.4 (Pressure robustness) Let u € H'(Q,RY) N H™(.Z;,,R?) and let 6 € H'(Q,R¥*4) N
H”"l( %,R" xd ) be the exact solution of the mixed Stokes problem (3.2). Further let o, u; be the
solution of the mass conserving mixed stress formulation (MCS). For s = min(m — 1,k) there holds

1
||t — uplv, + v o — Gh||xh S hSHuHHHl(ﬂh)'
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Proof. The proof follows along the lines of the proof of Theorem 6.3. Using the triangle inequality,

1 < 1 1
[l —wnllv, + 16 = Gulls, < llu—Fyully, + [|o—Ix,0 |5, + 1y, = wnlly, + |, 0 — 0]l

The first two terms can be estimated using the approximation results (6.13) and (5.22). Next note
that from the LBB condition of Lemma 6.5 on Vh0 and the trivial coercivity inequality a(oy,0;) >

(1/v) ||Gh||éh for all o, € X, we conclude inf-sup stability of the bilinear form B(uy,oy,,0; v, T4, 0)
with respect to the product space norm ||(-,-,0)||. on the subspace V) x X, x {0}, i.e.,

1 1
HIth_uhHVh + v HIZhG - Gthh = WH(Ith_uh?IZhG_ O, 0)]|«
< sup B(Ivhu — uh,IZhO' — Gh,o;vh, ‘L'h,O)
(Vh,T]l)EV}?XZh \/VH(V}” Th,O)H*

Note that the form is continuous by Lemma 6.3. By steps similar to those in the proof of the consistency
result of Theorem 6.2 we have

B(”707O§Vh;7h70):/Qdiv(o-)'vh:/!2_f'vh+/gvp'vh:/Q_f'vh

for all vy, 7, € V}? x X, where we used div(c) = —f + Vp and integration by parts for Vp. This shows
that the method is also consistent on the subspace of divergence-free velocity test functions, a key
ingredient to obtain pressure robustness. We now have

B(Ivhu — uh,I;hO' — Gh,O;vh, Th,O) B(Ivhu — M,IZhO' — G,O;Vh, Th,O)

sup = sup
(Vi) EVY X Zy \N”(vhaTh?CIh)”* (i, )€V XX \NH(Vh»Thth)H*

The rest of the proof follows along the previous lines using the identity ¢ = vVu and we obtain

1 1
[l =unlly, + = llo = 6ulls, S B (ullgsar ) + Jlollas(z) <Hllullgse)-

7. Numerical examples

In the following we present a numerical example to validate the results of Section 6. All numerical
examples were implemented within the finite element library NGSolve/Netgen, see Schoberl (1997,
2014). Let = [0,1]¢ and choose the right hand side f = —div(o) 4 Vp with the exact solution given
by

1
o =vVcurl(y,), and p::x5+y5—§ ford =2
1
o =vVecurl(ys, y3,y3), and p::x5+y5—|—zs—§ ford =3,

where W) = x*(x — 1)%y?(y — 1)? and w3 := x*(x — 1)?y*(y — 1)?z%(z — 1)? defines velocity through a

vector and scalar potential in two and three dimensions respectively. In Figure 2 different errors are
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FIG. 2. Convergence plots for the two dimensional case with a fixed viscosity v = 1073,

plotted for varying polynomial orders k = 2,3,4,5 in the two dimensional case with a fixed viscosity
v =1073. As predicted by Theorem 6.3, the H'-seminorm error of the velocity, the L?-norm error of
the stress and the L%-norm error of the pressure have the same optimal convergence rate.

The L?-norm of the velocity error converges at one higher order as shown in the bottom right plot
of Figure 2. This can be explained by the standard Aubin-Nitsche duality argument, by which we can
prove

ket 1
et = unll 200y < B [ul| e 7)

whenever the problem admits full elliptic regularity and the exact solution u is smoother. This argument
works in both two and three dimensions. The higher observed rate of convergence in three dimensions
(for v = 1073), given by the estimated order of convergence (eoc), can be seen in Table 1.

Next, we study pressure robustness. The above-mentioned right hand side f consists of an irrota-
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tional part (the gradient of the pressure) and a part with curl. We study how the velocity error (in H'
seminorm) varies as v — 0 for the presented MCS method and the standard Taylor-Hood method — see
e.g., F. Brezzi (1991) and Girault & Raviart (2012) — using the same polynomial approximation order
for the velocity in the two dimensional case. We observe in Figure 3 that the error of the Taylor-Hood
method increases as v — 0 and behaves as if it were scaled by a factor 1/v for small values of v. This
is the locking phenomenon we discussed earlier: clearly the Taylor-Hood method is not pressure ro-
bust (and does not provide exactly divergence-free numerical velocity). In contrast, the velocity errors
in the MCS method (also in Figure 3) appear to be not influenced by varying values of v. This be-
haviour is observed for several polynomial orders k = 2,3,4. These observations match the predictions
of Theorem 6.4.

|Z] | [IVu—Vuyllg (eoc) ||o—aullo (eoc) [lp—pallo (eoc) |lu—uyllo (eoc)
k=1
28 46-1073 (=) 35103 (=) 24-107' (=) 43-107% (-)

224 3.9-107%  (02) 2.7-1073 (0.4) 1.7-100' (0.6) 2.6-107* (0.7)
1792 23-107%  (0.8) 13-1073 (1.1) 89-1072 (0.9) 7.6-107° (1.8)
14336 1.1-1073  (1.0) 6.3-107* (1.0) 4.6-107%2 (1.0) 1.9-1075 (2.0)
114688 5.6-107*  (1.0) 3.1-107* (1.0) 2.3-1072 (1.0) 4.9-107° (2.0)

k=

28 281073 (=) 191073 (=) 75102 (-) 14-107* (-)
224 151073 (0.9) 4.6-107* (2.0) 3.1-1072 (1.3) 3.4-107° (2.0)
1792 58-107%  (1.4) 1.8-107* (1.4) 9.5-1073 (1.7) 8.2-10°° (2.1)
14336 1.7-107%  (1.8) 4.9-107° (1.9) 2.5-1073 (1.9) 1.3-107° (2.7)
114688 4.4-1075  (2.0) 1.3:-107° (2.0) 6.4-107* (2.0) 1.6:1077 (2.9)

k=3

28 1.0-1073  (-) 2910% (-) 67-1073 (-) 25107 (-)
224 48-107%  (1.1) 92-107° (1.6) 1.6-1073 (2.1) 6.3-10°° (2.0)
1792 1.5-107%  (1.7) 1.7-1075 (2.4) 2.6-107% (2.6) 1.0-107° (2.6)

14336 2.0-107°  (29) 24-100° (2.8) 3.5-107° (2.9) 7.2-107% (3.9)
114688 2.6-107°  (2.9) 3.1-1077 (2.9) 45-10°° (3.0) 4.7-107° (3.9)

Table 1. The H'-seminorm error of the velocity, the L>-norm error of the pressure and the stress and the L>-norm error of the
velocity for different polynomial orders k = 1,2,3 for the three dimensional case and a fixed viscosity v = 1073

We conclude with a few remarks on the cost of solving the discrete system (MCS). After an element
wise static condensation step there are two different types of degrees of freedom (dofs) that couple at
element interfaces. These coupling dofs determine the costs for the factorization step of the assembled
matrix. In the d = 2 case, the normal continuity of the H (div)-conforming velocity space demands k + 1
dofs per interface, while the normal-tangential continuity of the stress space X requires k dofs, i.e., we
have 2k 4 1 dofs per interface. This is comparable to the number of interface degrees of freedom for
standard methods. In fact, it is identical to the number of dofs per interface of an advanced method (with
areduced stabilization called “projected jumps”) presented in the recent work of Lehrenfeld & Schoberl
(2016). Similar cost comparison observations apply for the d = 3 case.
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FIG. 3. The H'-seminorm error for the MCS method and a Taylor-Hood approximation for k = 2,3,4 and varying viscosity v.
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