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Abstract. Although Regge finite element functions are not continuous, useful generalizations
of nonlinear derivatives like the curvature, can be defined using them. This paper is devoted
to studying the convergence of the finite element lifting of a generalized (distributional) Gauss
curvature defined using a metric tensor approximation in the Regge finite element space. Specif-
ically, we investigate the interplay between the polynomial degree of the curvature lifting by
Lagrange elements and the degree of the metric tensor in the Regge finite element space. Pre-
viously, a superconvergence result, where convergence rate of one order higher than expected,
was obtained when the approximate metric is the canonical Regge interpolant of the exact
metric. In this work, we show that an even higher order can be obtained if the degree of the
curvature lifting is reduced by one polynomial degree and if at least linear Regge elements are
used. These improved convergence rates are confirmed by numerical examples.
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1. Introduction

Substantial progress has recently been made on computing high-order approximations of
Gauss curvature on two-dimensional Riemannian manifolds using non-smooth metrics that are
piecewise smooth with respect to a mesh [10, 2, 12]. Perhaps the most well-known example is
that of a piecewise constant metric, where the angle defect at mesh vertices yields an approx-
imation of Gauss curvature. Being concentrated at vertices, this angle defect can naturally
be lifted into a linear Lagrange finite element space that has one basis function per vertex.
Taking this as a point of departure by viewing a piecewise constant metric as a polynomial of
degree k “ 0 and the resulting Lagrange curvature lifting as a polynomial of degree k ` 1 “ 1
within each element, we can generalize to higher degrees k. Namely, in [12], we showed that
if a smooth metric is approximated using the canonical interpolant of the Regge finite element
space of degree k, then the error in a degree pk ` 1q-Lagrange finite element approximation of
the Gauss curvature converges to zero in the H´1-norm at the rate Ophk`1q, where h is the
mesh-size. The present work is devoted to answering the following related question. What con-
vergence rates can be expected if we decide to approximate curvature in an even higher degree
Lagrange space—or for that matter, a lower degree Lagrange space—while keeping the metric
in the degree k Regge space? Since the analysis in [12] used delicate orthogonality properties
(such as the orthogonality of the error in Christoffel symbol approximations), the answer is not
obvious. In fact, the answer we provide in this paper may even seem counterintuitive at first
sight: reducing the degree of curvature approximation to degree k increases the convergence
rate, while increasing it to degree k ` 2 reduces the rate. Specifically, we observe that, under
suitable assumptions, the following rates apply:
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Curvature approximation H´1 convergence Source
k ` 2 k ě 0 Ophkq Section 4 in this paper
k ` 1 k ě 0 Ophk`1q [12, Theorem 6.5]
k`0 k ě 1 Ophk`2q Theorem 3.1, 3.8 in this paper
k ´ 1 k ě 2 Ophk`1q Section 4 in this paper

The remainder of this introduction places these and related prior results into perspective.
By Gauss’ Theorema Egregium, Gauss curvature K is an intrinsic quantity. It can be com-

puted considering solely the metric tensor of the manifold, without reference to any embedding.
Therefore, it is natural to ask for discrete versions of Gauss curvature that arise when only ap-
proximations of the exact metric are given, and how well such discrete versions approximate
the exact curvature when the approximated metrics are close to the exact one.

We consider Regge finite elements for discretizing the metric tensor. They originate from
Regge calculus, originally developed for solving Einstein field equations in general relativity [21].
Following Regge we consider a simplicial triangulation of the manifold and assign positive
numbers to each edge. These numbers are interpreted as squared lengths and determine a
piecewise constant metric tensor. Sorkin pointed out in [25, Section II.A] that this piecewise
constant metric tensor possesses tangential-tangential continuity, or tt-continuity (which we
define precisely in Subsection 2.1 below) over element interfaces. Christiansen [4] popularized
Regge calculus in the study of finite element methods (FEM) much the same way as finite
element exterior calculus (FEEC) popularized the use of Whitney forms [29] in FEM. He
defined in [5] the lowest-order Regge finite element space (the k “ 0 case of the space Regkh
defined in (2.3) below) and showed that the linearization of the discretized Einstein–Hilbert
action functional around the Euclidean metric equals the distributional incompatibility operator
applied to such functions. Further, he proved in [6, 7] that the densitized curvature of a
sequence of mollified piecewise constant Regge metrics converges to the angle defect in the sense
of measures. Li extended the Regge space to arbitrary polynomial degrees k and to higher-
dimensional simplices [18], and Neunteufel defined high-order Regge elements for quadrilaterals,
hexahedra, and prisms [19].

Due to the non-smoothness of the approximated metric gh P Regkh (which only has tangential-
tangential continuity) and the nonlinearity of curvature, a definition of consistent and conver-
gent notion of discrete Gauss curvature is not obvious. We refer to Sullivan [27, Section 4.1]
for a historical discussion and to Strichartz [26, Corollary 3.1] for a definition of curvature
as a measure on singular surfaces, where the curvature quantities, being multiplied by the
corresponding volume forms, are handled as densities. In [2], Berchenko-Kogan and Gawlik
defined a distributional version of the densitized Gauss curvature, namely Kω, a generalization
of the product of Gauss curvature K with the volume form ω (and we analyzed their curvature
generalization further in [12]). In their work, in addition to the elementwise Gauss curvature
K|T “ Kpghq|T , they consider the jump of the geodesic curvature κ over edges and the angle

defect at vertices as sources of Gauss curvature, i.e., for any u in a space V̊pT q based on a
mesh T defined below,

ĄKωpghqpuq “
ÿ

TPT

ż

T

K|T uωT `
ÿ

EPE

ż

E

JκKE uωE `
ÿ

V PV

ΘV upV q, (1.1)

where ωT and ωE denote the volume forms of the respective (sub-)domains. This allows for
putting the well-established Gauss curvature approximation by angle deficit ΘV (2π minus the
sum of the interior angles of triangles attached to the vertex) into a finite element context and to
extend it to higher polynomial order. In fact, considering piecewise constant metrics, gh P Reg0h,



IMPROVED CONVERGENCE OF DISTRIBUTIONAL GAUSS CURVATURE 3

the angle deficit is recovered, since then ĄKωpghqpuq “
ř

V PV ΘV upV q. The distributional Gauss
curvature (1.1) acts on piecewise smooth and globally continuous 0-forms defined by

VpT q “ tu P Λ0
pT q : u is continuousu,

V̊ΓpT q “ tu P VpT q : u|Γ “ 0u, V̊pT q “ V̊BΩpT q.
(1.2)

The meaning of “piecewise smooth” with respect to a “mesh” T and definition of piecewise
smooth k-form fields ΛkpT q appear in Subsection 2.1 below. The standard degree k Lagrange

finite element subspaces of of the spaces in (1.2) are denoted by Vk
h, V

k
h,Γ, and V̊k

h, respectively,

Berchenko-Kogan and Gawlik proved [2] error estimates in the H´1-norm by using an integral
representation of (1.1). Indeed, let δ denote the Euclidean metric, whose coordinate components
coincide with the classical Kronecker delta, rδsij “ δij (not to be confused with the Dirac delta,
which is never used in this work). Then there holds

ĄKωpgqpuq “
1

2

ż 1

0

bpδ ` tpg ´ δq; g ´ δ, uq dt, (1.3)

where the bilinear form bpg;σ, uq is the covariant version of the Hellan–Herrmann–Johnson
(HHJ) method [14, 15, 16] extending the covariant differential operator divgdivgpSgσq in the
sense of distributions, where Sgσ “ σ ´ trgpσqg. Recently, Gawlik and Neunteufel extended
the analysis to the H´2-norm for the Gauss curvature, see [10]. Further, they considered an

integral representation for the error
`

ĄKωpghq ´ ĄKωpgq
˘

puq.
It is often useful (or even necessary) to consider Gauss curvature as a function instead of as

a functional or a distribution. In [9], Gawlik computed a discrete Riesz representative Kh P V̊r
h

in the Lagrange finite element space V̊r
h as a lifting of the distributional Gauss curvature (1.1)

via
ż

Ω

Kh uh ωh “ ĄKωpghqpuhq for all uh P V̊r
h,

where ωh “
?
det gh dx

1 ^ dx2 denotes the approximated volume form.
He proved error estimates of this lifting also for Sobolev norms under the assumption that

gh P Regkh is an optimal-order approximation of the exact metric ḡ, with exact Gauss curvature
K̄ “ Kpḡq,

}Kh ´ K̄}Hl
h

ď C h´l`mintk´1,r`1u
`

|ḡ|Hk`1 ` |K̄|Hr`1

˘

, ´1 ď l ď r. (1.4)

Here, } ¨ }Hl
h
denotes the elementwise H l-norm. In [12], we considered an alternative inte-

gral representation that relies on the distributional covariant incompatibility operator, incg “

curlg curlg, which is related to the HHJ method by incg σ “ ´divgdivgpSgσq. We showed an
convergence rate increase (by one order) compared to (1.4) if gh is the canonical Regge in-
terpolant (defined by Li in [18], reproduced in (3.1) below) of the exact metric ḡ and Kh is

assumed to be in V̊k`1
h ,

}Kh ´ K̄}Hl
h

ď C h´l`k
`

|ḡ|Wk`1,8 ` |K̄|Hk

˘

, ´1 ď l ď k.

However, this convergence rate, when compared against the best approximation capabilities
of the space, is not the theoretical optimum; for Kh P V̊k`1

h we obtain only L2-convergence of
order k instead of k ` 2.

In this paper we show that an increased, optimal convergence rate for the lifting of the dis-
tributional Gauss curvature Kh and its densitized version Khωh is obtained when considering
Lagrange elements V̊k

h of one polynomial degree less assuming at least linear elements, k ě 1,
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are used. Our analysis relies heavily on the properties of the canonical Regge interpolant [18]
preserving specific moments at edges and elements. Therefore, the results only hold for the
canonical Regge interpolant. For more general metric approximations in Regkh, the estimate
(1.4) cannot generally be improved. The technique of analysis in this work differs from our
earlier work [12] in that we use an integral representation directly for the difference between
the curvatures of the exact and the approximated metrics, instead of employing an interpo-
lation from the Euclidean metric as in (1.3). This allows us to bypass a delicate “Christoffel
orthogonality property,” which was a key step in our prior work (see [12, Lemma 6.10]). As
in [12], our current analysis also relies on the distributional covariant incompatibility operator
Ąincg, but now we rely specifically on its distributional L2-like adjoint Črot rotg. The latter sim-
plifies the curvature error analysis compared to [12] (even if it does not provide estimates for
Ąincg-approximation, which we did in [12]).
This paper is structured as follows. In the next section we quickly review differential geometry

notions we use, distributional covariant derivatives, and the distributional Gauss curvature.
Section 3 is devoted to the error analysis of the lifted (densitized) Gauss curvature in the H´1-
and stronger Sobolev norms. In Section 4 we present numerical examples confirming the proved
convergence rates.

2. Notation

Let Ω Ă R2 be an open domain with a smooth metric tensor ḡ providing a Riemannian
manifold structure pΩ, ḡq. Consider a triangulation T of Ω consisting of possibly curved
triangles. Denote the set of all edges and vertices by E and V , respectively. We split E into
edges lying on the boundary BΩ, given by EB, and inner ones E̊ “ E zEB. Analogously we

define VB and V̊ . We assume to be given an approximation of ḡ, denoted gh, defined on the
triangulation T . The subscript h indicates that gh is defined with respect to the triangulation
T , where h can be related to the maximal element size. All quantities computed from the
exact metric ḡ will be marked by an overline “ ¯̈ ” throughout the paper.

2.1. Regge metric. Let XpT q, ΛkpT q, and Tk
l pT q denote the set of smooth vector fields, k-form

fields, and pk, lq-tensor fields on a submanifold T of Ω, respectively. Here, smoothness signifies
infinite differentiability at interior points and continuous differentiability up to (including) the
boundary. In such symbols, replacement of the manifold T by a collection of subdomains such
as the triangulation T , yields the piecewise smooth analogue with respect to the collection.
For example, Tk

l pT q is the Cartesian product of Tk
l pT q over an enumeration of all T P T .

Analogously, Λ1pT q “ T1
0pT q and XpT q “ T0

1pT q. Let SpT q “ tσ P T2
0pT q : σpX, Y q “

σpY,Xq for X, Y P XpT qu. Functions in SpT q are symmetric covariant 2-tensors on Ω with
no continuity over element interfaces in general. We define S`pT q as the subset of positive
definite symmetric 2-tensors. For coordinate computations, we use coordinates x1, x2 and
Einstein’s summation convention of repeated indices. Let the accompanying coordinate frame
and coframe be denoted by Bi and dxi. We assume that these coordinates preserve orientation,
i.e., the orientation of Ω is given by the ordering pB1, B2q. We use standard operations on
2-manifold spaces such as the exterior derivative d : ΛkpΩq Ñ Λk`1pΩq (see e.g. [17, 20, 28]).

Every E P E̊ is of the form E “ BT` X BT´ for two elements T˘ P T . We say that a
σ P SpT q has “tangential-tangential continuity” or “tt-continuity” if σ|T`

pX, Y q “ σ|T´
pX, Y q

for all tangential vector fields X, Y P XpEq for every E in E̊ (i.e., σpX, Y q is single-valued on
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all E P E̊ ). This leads to the definition of the (infinite-dimensional) Regge space

RegpT q “ tσ P SpT q : σ is tt-continuousu (2.1)

and its subset of Regge metrics

Reg`
pT q “ tσ P RegpT q : σpX,Xq ą 0 for all 0 ‰ X P XpT qu.

The approximate metric gh is assumed to be in Reg`
pT q.

2.2. Differential geometry. Let the unique Levi–Civita connection generated by ḡ be de-
noted by ∇̄. Note that it is standard to extend the Levi–Civita connection ∇̄ from vector fields
to tensor fields (see e.g., [17, Lemma 4.6]) so that the Leibniz rule holds.

Following the sign convention of [17], recall that the Riemann curvature tensor R̄ P T4
0pΩq of

the manifold is defined by

R̄pX, Y, Z,W q “ ḡp∇̄X∇̄YZ ´ ∇̄Y ∇̄XZ ´ ∇̄rX,Y sZ,W q, X, Y, Z,W P XpΩq.

Recall that the Gauss curvature of Ω is given by

K̄ :“ Kpḡq “
R̄pX, Y, Y,Xq

ḡpX,XqḡpY, Y q ´ ḡpX, Y q2
,

where X and Y are some linearly independent vector fields and the value K̄ is independent of
their choice.

We will also require the geodesic curvature along a curve Γ in the manifold pΩ, ḡq. Let τ̂
denote the ḡ-normalized tangent vector of Γ and ν̂ the ḡ-orthonormal vector such that pτ̂ , ν̂q

builds a right-handed coordinate system. Then

κ̄ :“ κpḡq “ ḡp∇̄τ̂ τ̂ , ν̂q “ ´ḡp∇̄τ̂ ν̂, τ̂q

gives the signed geodesic curvature of Γ . The element volume 2-form ω̄ and edge volume 1-form
ω̄E, E P E , read in coordinates

ω̄ “
a

det ḡ dx1
^ dx2, ω̄E “

a

ḡpτ, τq dτ, (2.2)

where τ P XpEq denotes the Euclidean normalized tangent vector at edge E and dτ is the
associated 1-form. We use also the abbreviation of e.g. ḡττ :“ ḡpτ, τq.

2.3. Finite element spaces. Let T̂ Ă R2 denote the reference triangle and define PkpT̂ q as

the set of polynomials of degree up to k on T̂ . For T P T let ΦT : T̂ Ñ T P PkpT̂,R2q denote
the diffeomorphic mapping from the reference to the physical element.

We define the Regge finite element space as a subspace of RegpT q (2.1) by

Regkh “ tσ P RegpT q : for all T P T , σ|T “ σijdx
i

b dxj with σij ˝ ΦT P Pk
pT̂ qu. (2.3)

Further, the Lagrange finite element space as a subspace of VpT q (1.2) is given by

Vk
h “ tu P VpT q : for all T P T , u|T ˝ ΦT P Pk

pT̂ qu,

V̊k
h,Γ “ tu P Vk

h : u|Γ “ 0u, and V̊k
h “ V̊k

h,BΩ.
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2.4. Lifted distributional Gauss curvature. For the reader’s convenience we derive the
(lifted) distributional Gauss curvature following [2, 12]. Since a gh P Reg`

pT q is smooth
within each element T P T we can compute elementwise its Gauss curvature Kpghq|T . It is
only one contributor of the total distributional Gauss curvature as the jumps of gh generate
additional sources of curvature. Let for an edge E P E̊ the unique gh-normal vector that points
inward to elements T˘ P T , such that E “ BT` X BT´, be denoted by ν̂

T˘

E . As gh is only

tt-continuous, ν̂
T`

E ‰ ´ν̂
T´

E in general. Thus, the jump of the geodesic curvature

JκKE “ κ
ν̂
T`
E

` κ
ν̂
T´
E

acts as a source of curvature at edges. If there is no chance of confusion we neglect the subscript
and only write J¨K for the jump over edges.

Let V P V̊ be an interior vertex and T P T a triangle containing V . Then there are two
edges E˘ P E̊ X BT such that V “ BE` X BE´. Denote τ̂

E˘

V the gh-normalized tangent vectors
starting at V and pointing into E˘. We define the following angle function on V

∢T
V “ arccospgh|T pτ̂

E`

V , τ̂
E´

V qq

and the angle deficit at vertex V P V̊

ΘV “ 2π ´
ÿ

TPTV

∢T
V , TV “ tT P T : V P T u. (2.4)

This function acts as a source of curvature on vertices. Note that for the smooth metric ḡ there
holds ΘV “ 0.

Definition 2.1. Let gh P Reg`
pT q be a Regge metric. The distributional densitized Gauss

curvature ĄKωpghq : V̊pT q Ñ R is defined for all u P V̊pT q

ĄKωpghqpuq “
ÿ

TPT

ż

T

K|T uωT `
ÿ

EPE̊

ż

E

JκKuωE `
ÿ

V PV̊

ΘV upV q, (2.5)

where K|T , κ, ωT , ωE, and ΘV are evaluated with respect to gh.

Remark 2.2. Note, that this generalizes the densitized Gauss curvature Kω (see e.g., [6]), not
solely K. One can interpret (2.5) as a measure with support on triangles, edges, and vertices,
cf. [26]. See Remark 3.3 for more on approximating just K.

We consider a discrete Riesz representative of the functional in (2.5), following Gawlik [9].
We also incorporate essential and natural Dirichlet ΓD and Neumann ΓN boundary conditions,
as discussed in [12]. To this end, extend the definition of the angle deficit (2.4) and the jump
of the geodesic curvature to boundary vertices and edges in the obvious manner: we define
JκKE “ κ for boundary edges E P EB and ΘV for V P VB as in (2.4). Note that JκKE and
ΘV do not vanish for smooth metrics g at E P EB and V P VB in general. Instead, they are
used to incorporate natural Neumann boundary conditions. We assume that on the Dirichlet

boundary, the Gauss curvature K̄
D

“ K̄|ΓD
is prescribed. The Neumann boundary data is

given by the functional ĂκN : VpT q Ñ R

ĂκNpuq “

ż

ΓN

κ̄ u ω̄ΓN
`

ÿ

V PV XΓN

∢̄N
V upV q,

where ∢̄N
V denotes the exterior angle, which is 2π minus the interior angle, measured with

respect to ḡ by the edges of ΓN at V .
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Definition 2.3. Let gh P Reg`
pT q, k ě 1 be an integer, and assume that the Dirichlet data

K̄
D

is the trace of a Lagrange finite element function in Vk
h. The finite element curvature

approximation Kh :“ Khpghq of degree k is the unique function in Vk
h determined by requiring

that Kh|ΓD
“ K̄

D
on ΓD and for all uh P V̊k

h,ΓD
,

ż

Ω

Kh uh ωh “ ĄKωpghqpuhq ´ ĂκNpuhq, (2.6)

where we denote the volume form of gh by ωh :“ ωpghq.

Note that the difference between Definition 2.3 and [12, Definition 3.1] is the decrease of
degree of approximation space of Kh from Vk`1

h to Vk
h and the additional requirement of k ě 1.

2.5. Distributional covariant differential operators. In this section we review the defi-
nition of distributional covariant differential operators based on Regge metrics g P Reg`

pT q.
We focus on the incompatibility operator and its adjoint with their coordinate expressions. For
an introduction and discussion we refer to e.g. to [12, Section 4]. First, we focus on pointwise
covariant differential operators for a given smooth metric g P S`pΩq.

For a 1-form α P Λ1pΩq and a (2,0)-tensor σ P T2
0pΩq the covariant curl operators curlg :

Λ1pΩq Ñ Λ0pΩq and curlg : T
2
0pΩq Ñ Λ1pΩq read in coordinates [12]

curlgpαq “ ε̂ijBiαj,

curlgpσq “ ε̂jkpBjσik ´ Γm
jiσmkqdxi,

where ε̂ij “ 1?
det g

εij and εij denotes the permuting symbol being 1, -1, or 0 if pi, jq is an

even, odd, or no permutation of p1, 2q, respectively. The covariant incompatibility operator
incg “ curlg curlg : T

2
0pΩq Ñ Λ0pΩq reads in coordinates

incgpσq “ ε̂qiε̂jk
`

BjBqσik ´ BqpΓ
m
jiσmkq ´ Γl

lqpBjσik ´ Γm
jiσmkq

˘

.

Next, we consider for f P Λ0pΩq and X P XpΩq the adjoint operators rotg : Λ0pΩq Ñ XpΩq,
rotg : XpΩq Ñ T0

2pΩq and rot rotg “ rotg rotg : Λ
0pΩq Ñ T0

2pΩq. They read in coordinates [12]

rotg f “ ε̂iqBqf Bi “
rrot f si
?
det g

Bi, (2.7a)

rotg X “ ε̂jqpBqX
i

` Γi
qkX

k
qBi b Bj “

rrotrXssij ` εjqΓi
qkX

k

?
det g

Bi b Bj, (2.7b)

rot rotg f “ rotgprotg fq
ij

Bi b Bj “
rrotrrotg f ssij ` εjqΓi

qkrrotg f sk

?
det g

Bi b Bj

“
rrot rot f sij ´ rrot f siεjqΓl

lq ` εjqΓi
qkrrot f sk

det g
Bi b Bj.

(2.7c)

In (2.7) we used so-called vector and matrix proxies rσs P R2ˆ2 and rXs P R2 for σ P T0
2pΩq

and X P XpΩq [1]. These proxies consist of coefficients in the coordinate basis expansions.
For example, rσs is the matrix, which pi, jqth entry is σij “ σpdxi, dxjq. Then the standard
two-dimensional Euclidean rotation operator applied to the vector rXs is rotrXsij “ εjkBkX

i.
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There holds the integration by parts formulas for f P Λ0pΩq, α P Λ1pΩq, σ P T2
0pΩq, and

X P XpΩq

ż

Ω

xcurlg σ,Xyω “

ż

Ω

xσ, rotg Xyω `

ż

BΩ

σpX, τ̂qωBΩ,

ż

Ω

curlg α f ω “

ż

Ω

xα, rotg fyω `

ż

BΩ

xα, τ̂y f ωBΩ,

ż

Ω

incg σ f ω “

ż

Ω

xcurlg σ, rotg fyω `

ż

BΩ

xcurlg σ, τ̂y f ωBΩ

“

ż

Ω

xσ, rot rotg fyω `

ż

BΩ

`

σprotg f, τ̂q ` xcurlg σ, τ̂y f
˘

ωBΩ,

i.e., incg and rot rotg are L2-adjoint with respect to the g-weighted L2 inner product.
Above, we used the g inner product x¨, ¨y :“ gp¨, ¨q extended from vector fields to arbitrary

order tensors Tl
kpΩq, e.g.

xcurlg σ,Xy “ pcurlg σqpXq for all σ P T2
0pΩq, X P XpΩq.

The following definition of the distributional covariant incompatibility operator has been
derived in [12, Proposition 4.6]. A similar expression for the vertex contributions can be found
in [7].

Definition 2.4. Let g P Reg`
pT q and u P VpT q. The distributional incompatibility operator

Ąincg : RegpT q Ñ VpT q1 is defined by

pĄincgσqpuq “
ÿ

TPT

„
ż

T

incgpσquωT ´

ż

BT

u xcurlg σ ` dpσν̂τ̂ q, τ̂yωBT `
ÿ

V PVT

Jσν̂τ̂KTV upV q

ȷ

, (2.8)

where VT “ tV P V : V P T u and, cf. e.g. [13],

Jσν̂τ̂KTV “
`

σ|T pν̂T
E`

, τ̂
E`

V q ` σ|T pν̂T
E´

, τ̂
E´

V q
˘

pV q.

The distributional covariant rot rot operator Črot rotg : VpT q Ñ RegpT q1 is defined by

p Črot rotguqpσq “
ÿ

TPT

„
ż

T

xrot rotg u, σyωT `

ż

BT

στ̂ τ̂ x∇gu, ν̂yωBT

ȷ

. (2.9)

Note that one of the boundary terms in (2.8) admits a representation using the geodesic cur-
vature κν̂ , namely

dpσν̂τ̂ qpτ̂q “ ∇τ̂

`

σpν̂, τ̂q
˘

“ p∇τ̂σqpν̂, τ̂q ` pσpν̂, ν̂q ´ σpτ̂ , τ̂qqκν̂ .

Next we show that the (distributional) adjoint of incg is rot rotg in the following sense.

Lemma 2.5. Let σ P RegpT q and u P VpT q. There holds

pĄincgσqpuq “ p Črot rotguqpσq.
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Proof. This follows by integration by parts on each T P T :

pĄincgσqpuq “
ÿ

TPT

”

ż

T

incgpσquωT ´

ż

BT

u xcurlg σ ` dpσν̂τ̂ q, τ̂yωBT `
ÿ

V PVT

Jσν̂τ̂KTV upV q

ı

“
ÿ

TPT

”

ż

T

incgpσquωT ´

ż

BT

`

u xcurlg σ, τ̂y ´ σν̂τ̂∇τ̂u
˘

ωBT

ı

“
ÿ

TPT

”

ż

T

xcurlg σ, rotg uyωT `

ż

BT

σν̂τ̂∇τ̂uωBT

ı

“
ÿ

TPT

”

ż

T

xσ, rot rotg uyωT `

ż

BT

`

σpτ̂ , rotg uq ` σν̂τ̂∇τ̂u
˘

ωBT

ı

“
ÿ

TPT

”

ż

T

xσ, rot rotg uyωT `

ż

BT

στ̂ τ̂∇ν̂uωBT

ı

“ p Črot rotguqpσq.

□

In [12] we proved an integral representation of the densitized Gauss curvature using a
parametrization starting from the Euclidean metric δ

ĄKωpgqpuq “ ´
1

2

ż 1

0

bpδ ` tpg ´ δq; g ´ δ, uq dt, with bpg;σ, uq “ pĄincgσqpuq

and used its integrand to derive convergence results. In this work, we follow the approach
of [10, 11, 13] and consider directly the integral representation of the error as follows. Let
gptq “ ḡ ` tpgh ´ ḡq and σ “ g1ptq “ gh ´ ḡ. Then there holds the integral representation of the
error

`

ĄKωpghq ´ K̄ω̄
˘

puq “ ´
1

2

ż 1

0

pČincgptqσqpuq dt. (2.10)

To derive error estimates, one important part will be analyzing the integrand of (2.10), or,

more precisely, its adjoint pČincgptqσqpuq “ p Črot rotgptquqpσq.

3. Error analysis

In this section we prove a priori error estimates for the lifted densitized Gauss curvature
Khωh and the Gauss curvature Kh. First, we consider the H´1-norm as basis and then show
estimates also for the stronger Sobolev norms L2 and Hr, r ě 1. Let Ω Ă R2 be a domain
with a given exact metric tensor ḡ and corresponding exact Gauss curvature K̄ “ Kpḡq. For

simplicity, we assume in this section that homogeneous Dirichlet data K̄
D

“ 0 is described on
the whole boundary, ΓD “ BΩ.

3.1. Statement of main theorem. We consider a sequence of quasiuniform (hence shape-
regular) affine-equivalent triangulations tThuhą0 with maximal mesh-size h “ maxTPTh

hT ,
where hT “ diampT q. On the triangulations a sequence of Regge metrics tghuhą0 with gh P

Regkh, k ě 0 (defined in (2.3)) is given. To be precise, we assume that gh is the canonical

interpolant of ḡ. This interpolant [18], denoted by I
Reg,k
h : W s,ppΩ, Sq Ñ Regkh, p P r1,8s,



IMPROVED CONVERGENCE OF DISTRIBUTIONAL GAUSS CURVATURE 10

s P p1{p,8s, satisfies the following equations
ż

E

pI
Reg,k
h σqττ q dl “

ż

E

σττ q dl for all q P Pk
pEq and edges E of BT , (3.1a)

ż

T

I
Reg,k
h σ : ρ da “

ż

T

σ : ρ da for all ρ P Pk´1
pT,R2ˆ2

q, T P T . (3.1b)

Equations (3.1) can be interpreted as orthogonality requirements, preserving specific moments
at edges and elements. Note that when ρ is a skew-symmetric matrix, both sides of (3.1b)
vanish, so (3.1b) is nontrivial only for symmetric ρ.
Throughout, we use standard Sobolev spaces W s,ppΩq and their norms and seminorms for

any s ě 0 and p P r1,8s. When the domain is Ω, we omit it from the norm notation if there
is no chance of confusion. We also use the elementwise norms }u}

p
W s,p

h
“

ř

TPTh
}u}

p
W s,ppT q

, with

the usual adaption for p “ 8. When p “ 2, we put } ¨ }Hs
h

“ } ¨ }W s,2
h
. Let D Ă Ω and define

|||σ|||2,D “ }σ}L2pDq ` h}σ}H1
hpDq. (3.2)

If D is the whole domain Ω, we neglect the subscript in (3.2).
We write a ≲ b if there exists a mesh-size independent constant C ą 0 which may depend

on—unless otherwise stated—the domain Ω, the polynomial degree k, the shape regularity
constant σpThq of Th, the W 2,8-norm of ḡ, L8-norm of ḡ´1, and the H1-norm of K̄ i.e.

C “ CpΩ, k, σpThq, }ḡ}W 2,8 , }ḡ´1
}L8 , }K̄}H1q. (3.3)

We abbreviate the L2-inner product of two scalar functions and the g-weighted inner product
by

pu, vqL2 :“

ż

Ω

uv da, pu, vqL2,g :“

ż

Ω

uv
a

det g da, u, v P L2
pΩq.

Our main theorem reads as follows:

Theorem 3.1. Let k ě 1 be an integer, tThuhą0 a sequence of quasiuniform triangulations,

tghuhą0 a sequence of metric approximations gh “ I
Reg,k
h ḡ with ḡ P W 2,8pΩ, Sq, so that K̄ P

L2pΩq, ωh “ ωpghq, and Kh P V̊k
h the lifted distributional Gauss curvature from (2.6). Suppose

also that K̄ “ 0 on the boundary BΩ. Then there exists an h0 ą 0 such that for all h ď h0

}Khωh ´ K̄ω̄}H´1 ď Ch
`

|||gh ´ ḡ|||2 ` inf
vhPV̊k

h

}vh ´ K̄}L2 ` }gh ´ ḡ}L8

˘

,

where the constant C depends on Ω, the shape regularity, polynomial degree k, }ḡ}W 2,8, and
}ḡ´1}L8. If additionally for 0 ď l ď k ` 1, ḡ P W l,8pΩ, Sq and K̄ P H lpΩq, then

}Khωh ´ K̄ω̄}H´1 ď Chl`1
`

}ḡ}W l,8 ` }K̄}Hl

˘

.

Further convergence results in stronger Sobolev norms follow.

Corollary 3.2. Under the assumptions of Theorem 3.1, there holds for 0 ď l ď k`1, 0 ď r ď l

}Khωh ´ K̄ω̄}Hr
h

ď Ch´r
`

}gh ´ ḡ}L8 ` |||gh ´ ḡ|||2 ` inf
vhPV̊k

h

}vh ´ K̄}L2

`hl
}K̄}Hl ` inf

vhPV̊k
h

}vh ´ K̄ω̄}L2 ` hl
}K̄ω̄}Hl

˘

ď Chl´r
`

}ḡ}W l,8 ` }K̄ω̄}Hl ` }K̄}Hl

˘

,

where the constant C ą 0 depends additionally on }K̄}H1.



IMPROVED CONVERGENCE OF DISTRIBUTIONAL GAUSS CURVATURE 11

Remark 3.3 (Convergence of pure Gauss curvature). In contrast to the densitized Gauss cur-
vature, we refer to the K̄ (without multiplication by the volume form) as the “pure Gauss
curvature.” For the error in the pure Gauss curvature, }Kh ´ K̄}Hr

h
, ´1 ď r ď k, the same

convergence rates as proved in Theorem 3.1 and Corollary 3.2 are obtained: see Theorem 3.8
and Corollary 3.9 in Section 3.5.

Remark 3.4 (Optimal convergence). If we insert l “ k ` 1 in Theorem 3.1, we obtain the
convergence rate Ophk`2q, which is of one order higher than Ophk`1q proved in [12, Theorem
6.5] and two orders higher compared to [9, Theorem 4.1]. Furthermore, using l “ k ` 1 and
r “ 0 in Corollary 3.2 yields an L2 convergence rate of Ophk`1q, which is the “optimal” in the

sense that it is the rate of convergence of the L2 best approximation from V̊k
h. The requirement

of at least linear elements, k ě 1, cannot be relaxed to k “ 0 as for gh P Reg0h there is no

(non-trivial) Lagrange finite element function in V̊0
h. In [12] we observed that the pairing of the

lowest order elements gh P Reg0h and Kh P V1
h does not lead to an improved L2-convergence rate

of Ophq. In fact, our numerical examples in [12] showed that we may expect no convergence in
the L2-norm in general in this case.

3.2. Basic estimates. We need a number of preliminary estimates to proceed with our analy-
sis. The approximation properties of the Regge elements are well understood. By the Bramble-
Hilbert lemma, on any T P T , see [18, Theorem 2.5],

}pid ´ I
Reg,k
h qσ}W r,ppT q ď Chl´r

|σ|W l,ppT q, (3.4)

for p P r1,8s, l P p1{p, k ` 1s, r P r0, ls, σ P W l,ppT, Sq, and C depends on k, r, l, and the shape
regularity σpT q of T . A similar estimate holds for the elementwise L2pT q-projection into the
space of polynomials of order k, which we denote by Πk

L2 , see e.g. [3, Theorem 4.4.4],

}pid ´ Πk
L2qf}LppT q ď hlC|f |W l,ppT q

for l P p1{p, k ` 1s, f P W l,ppT q, and C depends on k, l, and the shape regularity σpT q of T .
The same holds if we replace T by an edge E P E and the edge-wise L2-projection denoted by
ΠE,k

L2 .
Let E Ă BT be an edge of T . We also need the following well-known estimates that follow

from scaling arguments: for all u P H1pT q

}u}
2
L2pEq ≲ h´1

}u}
2
L2pT q ` h}∇u}

2
L2pT q (3.5)

and for all u P PkpT q,

}u}L2pEq ≲ h´1{2
}u}L2pT q, |u|HlpT q ≲ h´l

}u}L2pT q, 1 ď l ď k. (3.6)

The L2-orthogonal projection with respect to ḡ into Lagrange elements P k
L2 : L2pΩq Ñ V̊k

h is
defined via its orthogonality property

ż

Ω

`

P k
L2u ´ u

˘

vh ω̄ “ 0, for all vh P V̊k
h. (3.7)

It has the following well-known stability and approximation properties on quasiuniform meshes,
see e.g. [8] or [9, Lemma 4.7],

}P k
L2u}L2 ≲ }u}L2 , for all u P L2

pΩq, (3.8a)

}P k
L2u}H1 ≲ }u}H1 , for all u P H1

0 pΩq, (3.8b)

}P k
L2u ´ u}L2 ≲ inf

uhPV̊k
h

}uh ´ u}L2 ≲ h }u}H1 , for all u P H1
0 pΩq. (3.8c)
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Since gh “ I
Reg,k
h ḡ approaches ḡ as h Ñ 0, we tacitly assume throughout that h has become

sufficiently small (h ď h0) to guarantee that the approximated metric gh is positive definite
throughout. Further, thanks to (3.4) (with p “ r “ l “ 2 and k ě 1) and (3.3) we have
that supTPTh

}gh}W 2,8
h pT q

ď C. The following estimates are a consequence of [9, 10, 11]: for

p P r1,8s, t P r0, 1s, gptq “ ḡ ` tpgh ´ ḡq, l P t0, 1, 2u,

}gptq ´ ḡ}W l,p
h

` }g´1
ptq ´ ḡ´1

}W l,p
h

` }
a

det gptq ´
a

det ḡ}W l,p
h

≲ }gh ´ ḡ}W l,p
h
, (3.9a)

}gptq}W 2,8
h

` }gptq´1
}L8 ` }

a

det gptq}L8 ` }
a

det gptq´1}L8 ≲ 1. (3.9b)

Further, for all x in the interior of any element T P T and for all u P R2, as well as for the L2

inner product there holds the following equivalences

u1u ≲ u1gptqpxqu ≲ u1u, p¨, ¨qL2 ≲ p¨, ¨qL2,gptq ≲ p¨, ¨qL2 .

3.3. Analysis of distributional rotrot operator. In this section, we derive improved con-
vergence rates of the distributional covariant rot rotg operator (2.9). The proof strategy follows
[12, Theorem 6.1, (6.3)], however, adapted from the distributional covariant curl to the rot rot
operator.

Proposition 3.5. Let k ě 1 be an integer, g P Reg`
pT q, ρ P W s,ppΩ, Sq, p P r1,8s, s P

p1{p,8s, ρh “ I
Reg,k
h ρ, and uh P V̊k

h. Then there holds

|p Črot rotguhqpρ ´ ρhq| ď Ch|||ρ ´ ρh|||2}uh}H1 ,

where the constant C ą 0 depends on Ω, the mesh regularity, k, }g}W 2,8
h

, and }g´1}L8.

Proof. First, consider the element terms of (2.9). Comparing with coordinate expressions (2.7c)
and (2.2) we can find smooth functions

F pgq “
1

?
det g

, rGpgqs
ij
k “

1
?
det g

εjq
`

Γi
qkpgq ´ Γl

lqpgq δik
˘

,

such that
ż

T

xrot rotg uh, ρ ´ ρhyωT “

ż

T

rρ ´ ρhsij
`

F pgqrrot rotuhs
ij

` rGpgqs
ij
k rrotuhs

k
˘

da

“

ż

T

rρ ´ ρhsijrrot rotuhs
ij

´

pΠ1
L2 ` Π1,K

L2 qF pgq

¯

` rρ ´ ρhsijrrotuhs
k

´

pΠ0
L2 ` Π0,K

L2 qrGpgqs
ij
k

¯

da

“

ż

T

rρ ´ ρhsijrrot rotuhs
ijΠ1,K

L2 pF pgqq

` rρ ´ ρhsijrrotuhs
kΠ0,K

L2

`

rGpgqs
ij
k

˘

da

ď Ch2
T }ρ ´ ρh}L2pT q|uh|H2pT q ` hT }ρ ´ ρh}L2pT q}uh}H1pT q

ď ChT }ρ ´ ρh}L2pT q}uh}H1pT q.

Above, we split the nonlinear terms using L2-projections Πk
L2 and co-projections Πk,K

L2 onto
elementwise polynomials, and used their approximation property. Further, we exploited that
the first k ´ 1 moments of ρ ´ ρh are zero (3.1b) and used inverse inequality (3.6).
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Next, we focus on the element-boundary terms of (2.9). With the coordinate expressions for
the g-normalized tangent and normal vector, see e.g. [12] with the Euclidean vectors pτ, νq and
the notation gνν “ gijνiνj

τ̂ i “
1

?
gττ

τ i, ν̂i
“

gijνj
?
gνν

we collect all terms depending on g in the nonlinear function

rHpgqs
i

“
1

?
gττ gνν

gijνj.

We split H with the edgewise L2-interpolant ΠE,k
L2 . Then, we use Hölder inequality, as well as

the trace inequalities (3.5) and (3.6) to obtain
ż

BT

pρ ´ ρhqpτ̂ , τ̂qx∇uh, ν̂yωBT “

ż

BT

pρ ´ ρhqpτ, τqBiuh

´

pΠE,1
L2 ` ΠE,1,K

L2 qrHpgqs
i
¯

dl

ď Ch2
T }ρ ´ ρh}L2pBT q}∇uh}L2pBT q}g}W 2,8pBT q

ď ChT |||ρ ´ ρh|||2,T }uh}H1pT q.

Summing over all elements T P T finishes the proof. □

Due to Lemma 2.5 we obtain as a byproduct the convergence of the distributional covariant
incompatibility operator.

Corollary 3.6. Under the assumptions of Proposition 3.5, there holds
ˇ

ˇ

ˇ

´

Ąincgpσ ´ σhq

¯

puhq

ˇ

ˇ

ˇ
ď Ch|||σ ´ σh|||2}uh}H1 ,

where the constant C ą 0 depends on Ω, the mesh regularity, k, }g}W 2,8
h

, and }g´1}L8.

3.4. Proof of Theorem 3.1. We are now in position to prove our main theorem. The proof
strategy is inspired by the proofs of [12, Theorem 6.5] and [9, Theorem 4.1].

Proof of Theorem 3.1. We start with the definition of the H´1-norm noting that Khωh and K̄ω̄
are square integrable

}Khωh ´ K̄ω̄}H´1 “ sup
uPH1

0 pΩq

pKhωh ´ K̄ω̄, uqL2

}u}H1

.

Next, we add and subtract the L2-orthogonal interpolant (3.7) uh :“ P k
L2u, P k

L2 : L2pΩq Ñ V̊k
h,

to split the error into three parts

pKhωh ´ K̄ω̄, uqL2 “ pKhωh ´ K̄ω̄, uhqL2 ` pKhωh ´ K̄ω̄, u ´ uhqL2

“ pKhωh ´ K̄ω̄, uhqL2 ` pKh ´ K̄, u ´ uhqL2,ḡ ` pKhpωh ´ ω̄q, u ´ uhqL2

“: s1 ` s2 ` s3.

We use (2.6), the integral representation of the error (2.10) with gptq “ ḡ ` tpgh ´ ḡq and
σ “ g1ptq “ gh ´ ḡ, and the adjoint of the distributional incompatibility operator Lemma 2.5

s1 “

´

ĄKωpghq ´ K̄ω̄
¯

puhq “ ´
1

2

ż 1

0

´

Čincgptqσ
¯

puhq dt “ ´
1

2

ż 1

0

´

Črot rotgptquh

¯

pσq dt.

From Proposition 3.5 (setting g “ gptq and ρ “ ´ḡ) we obtain together with the H1-stability
(3.8b)

|s1| ≲ h|||σ|||2}uh}H1 ≲ h|||gh ´ ḡ|||2}u}H1 . (3.10)
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For s2 we use the definition of the L2-orthogonal interpolant (3.7) uh “ P k
L2u, Cauchy-Schwarz

inequality, and the approximation property (3.8c) of uh. For arbitrary vh P V̊k
h there holds

pKh ´ K̄, u ´ uhqL2,ḡ “ pvh ´ K̄, u ´ uhqL2,ḡ ≲ }vh ´ K̄}L2}u ´ uh}L2 ≲ h}vh ´ K̄}L2}u}H1

and thus,

|s2| ≲ h inf
vhPV̊k

h

}vh ´ K̄}L2}u}H1 .

Before we turn to the third term s3 we show that the lifted Gauss curvature Kh is bounded
in the L2-norm by using Kh P V̊k

h instead of uh in estimate (3.10)

}Kh}
2
L2 ≲ pKhωh, KhqL2 “ pKhωh ´ K̄ω̄,KhqL2 ` pK̄,KhqL2,ḡ

≲ h}gh ´ ḡ}L2}Kh}H1 ` }K̄}L2}Kh}L2

≲
`

}gh ´ ḡ}L2 ` }K̄}L2

˘

}Kh}L2 .

For the last inequality we used the inverse estimate (3.6). Dividing by }Kh}L2 yields the
boundedness of Kh.
Using Hölder inequality, the approximation property (3.8c) of uh, inequality (3.9a), and that

}Kh}L2 ≲ 1 yields the following estimate for s3

|s3| ď }Kh}L2}ωh ´ ω̄}L8}u ´ uh}L2 ≲ h}gh ´ ḡ}L8}u}H1 .

Combining all results yields

}Khωh ´ K̄ω̄}H´1 “ sup
uPH1

0 pΩq

pKhωh ´ K̄ω̄, uqL2

}u}H1

≲ hp|||gh ´ ḡ|||2 ` inf
vhPV̊k

h

}vh ´ K̄}L2 ` }gh ´ ḡ}L8q.

Using standard interpolation techniques we obtain the desired convergence rate for 0 ď l ď k`1

}Khωh ´ Kω}H´1 ≲ hl`1
`

}ḡ}W l,8 ` }K̄}Hl

˘

.

□

3.5. Analysis of the lifting of pure Gauss curvature. To relate the error of the Gauss
curvature with the densitized Gauss curvature we need the following result.

Lemma 3.7. Under the assumptions of Theorem 3.1, there holds for 0 ď l ď k ` 1

}Khpωh ´ ω̄q}H´1 ≲ h }gh ´ ḡ}L8}Kh}H1
h

≲ hl`1
}ḡ}W l,8}Kh}H1

h
.

Proof. By noting that ωh ´ ω̄ “ rgh ´ ḡsijrF pgh, ḡqsij with the smooth function

rF pgh, ḡqs “
1

?
det gh `

?
det ḡ

„

pghq22
1
2
pḡ`ghq12

1
2
pḡ`ghq12 ḡ11

ȷ

,
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and using that for k ě 1 the constant moment of the difference gh ´ ḡ is zero due to (3.1b), we
obtain

pKhpωh ´ ω̄q, uqL2 “

ż

Ω

rgh ´ ḡsijrF pgh, ḡqs
ijKhu da

“

ż

Ω

rgh ´ ḡsij

´

pΠ0
L2 ` Π0,K

L2 q
`

rF pgh, ḡqs
ijKhu

˘

¯

da

“

ż

Ω

rgh ´ ḡsijΠ
0,K
L2

`

rF pgh, ḡqs
ijKhu

˘

da

ď }gh ´ ḡ}L8}Π0,K
L2 pF pgh, ḡqKhuq }L1

≲ h}gh ´ ḡ}L8}Kh}H1
h
}u}H1 ,

finishing the proof. □

By Lemma 3.7, inverse estimate (3.6), and boundedness of Kh in L2, }Kh}H1
h
≲ h´1}Kh}L2 ≲

h´1, we can deduce a suboptimal convergence rate of the error of the pure lifted Gauss curvature

}Kh ´ K̄}H´1 ≲ }Khω̄ ´ K̄ω̄}H´1

ď }Khωh ´ K̄ω̄}H´1 ` }Khpω̄ ´ ωhq}H´1

≲ h
`

|||gh ´ ḡ|||2 ` inf
vhPV̊k

h

}vh ´ K̄}L2 ` }gh ´ ḡ}L8

˘

` h }gh ´ ḡ}L8}Kh}H1
h

≲ hl`1
`

}ḡ}W l`1,8 ` }K̄}Hl

˘

, 0 ď l ď k (not k ` 1).

(3.11)

To correct the convergence of the lifted Gauss curvature and to prove optimal rates for the
(densitized) lifted Gauss curvature in stronger Sobolev norms we consider a bootstrapping-like
technique. First, we can easily adapt the proof of [9, p. 1818] and [12, Corollary 6.6] to deduce
for 0 ď l ď k and 0 ď r ď l

}Kh ´ K̄}Hr
h
≲ h´r

`

|||gh ´ ḡ|||2 ` h´1
}gh ´ ḡ}L8 ` inf

vhPV̊k
h

}vh ´ K}L2 ` hl
|K̄|Hl

˘

≲ hl´r
`

}ḡ}W l`1,8 ` }K̄}Hl

˘

and therefore the boundedness in the elementwise H1-norm for l “ r “ 1 and k ě 1,

}Kh}H1
h

ď }Kh ´ K̄}H1
h

` }K̄}H1 ≲ }ḡ}W 2,8 ` }ḡ}H1 ` }K̄}H1 ≲ 1.

Thus, instead of using the inverse inequality in (3.11) we directly obtain the improved conver-
gence rate:

Theorem 3.8. Under the assumptions of Theorem 3.1, there holds for 0 ď l ď k ` 1

}Kh ´ K̄}H´1 ≲ h
`

|||gh ´ ḡ|||2 ` inf
vhPV̊k

h

}vh ´ K̄}L2 ` }gh ´ ḡ}L8

˘

≲ hl`1
`

}ḡ}W l,8 ` }K̄}Hl

˘

.

This yields also improved rates in stronger norms for the lifted Gauss curvature:

Corollary 3.9. Under the assumptions of Theorem 3.1, there holds for all 0 ď l ď k ` 1 and
0 ď r ď l

}Kh ´ K̄}Hr
h
≲ h´r

`

}gh ´ ḡ}L8 ` |||gh ´ ḡ|||2 ` inf
vhPV̊k

h

}vh ´ K̄}L2 ` hl
|K̄|Hl

˘

≲ hl´r
`

}ḡ}W l,8 ` }K̄}Hl

˘

.
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Proof. Follows analogously to the proof of [12, Corrolary 6.6] and [9, p. 1818] as the error in
stronger Sobolev norms is traced back to the H´1-norm. See also the proof of Corollary 3.2
below. □

3.6. Proof of Corollary 3.2. To prove the desired rates for the densitized Gauss curvature
we first note that for the L2-norm there directly holds with Lemma 3.7, }Kh}H1

h
≲ 1, and

Corollary 3.9 for 0 ď l ď k ` 1

}Khωh ´ K̄ω̄}L2 ≲ }Khpωh ´ ω̄q}L2 ` }Kh ´ K̄}L2

≲ h}gh ´ ḡ}L8 ` }gh ´ ḡ}L8 ` |||gh ´ ḡ|||2 ` inf
vhPV̊k

h

}vh ´ K̄}L2 ` hl
|K̄|Hl

≲ hl
`

}ḡ}W l,8 ` }K̄}Hl

˘

.

With the improved L2 error estimate at hand we can prove optimal convergence rates in
stronger Sobolev spaces.

Proof of Corollary 3.2. Let uh P V̊k
h be the Scott–Zhang interpolant [24] of K̄ω̄. Then there

holds, analogously to the proof of [9, p. 1818],

|Khωh ´ K̄ω̄|Hr
h

ď |Khωh ´ uh|Hr
h

` |uh ´ K̄ω̄|Hr
h

≲ h´r
}Khωh ´ uh}L2 ` hl´r

}K̄ω̄}Hl

ď h´r
`

}Khωh ´ K̄ω̄}L2 ` }K̄ω̄ ´ uh}L2 ` hl
}K̄ω̄}Hl

˘

≲ h´r
`

}gh ´ ḡ}L8 ` |||gh ´ ḡ|||2 ` inf
vhPV̊k

h

}vh ´ K̄}L2

`hl
}K̄}Hl ` inf

vhPV̊k
h

}vh ´ K̄ω̄}L2 ` hl
}K̄ω̄}Hl

˘

≲ hl´r
`

}ḡ}W l,8 ` }K̄}Hl ` }K̄ω̄}Hl

˘

.

□

4. Numerical examples

In this section we confirm, by numerical examples, that the theoretical convergence rates
from Theorem 3.1, Corollary 3.2, Theorem 3.8, and Corollary 3.9 are sharp. All experiments
were performed in the open source finite element software NGSolve1 [22, 23], where the Regge
elements are available.

We consider the numerical example proposed in [9], where on the square Ω “ p´1, 1qˆp´1, 1q

the smooth Riemannian metric tensor

ḡpx, yq “

ˆ

1 ` pBxfq2 BxfByf
BxfByf 1 ` pByfq2

˙

with fpx, yq “ 1
2
px2 ` y2q ´ 1

12
px4 ` y4q is defined. This metric corresponds to the surface

induced by the embedding
`

x, y
˘

ÞÑ
`

x, y, fpx, yq
˘

and its exact Gauss curvature is given by

K̄px, yq “
81p1 ´ x2qp1 ´ y2q

p9 ` x2px2 ´ 3q2 ` y2py2 ´ 3q2q2
.

To test also the case of non-homogeneous Dirichlet and Neumann boundary conditions we
follow [12] and consider only one quarter Ω “ p0, 1q ˆ p0, 1q and define the right and bottom
boundaries as Dirichlet and the remaining parts as Neumann boundary. We start with a

1www.ngsolve.org

www.ngsolve.org
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structured mesh consisting of 22l`1 triangles with maximal mesh-size h “ maxT hT “
?
2 2´l

(and minimal edge length 2´l) for l “ 0, 1, . . . . To avoid possible super-convergence properties
due to a structured grid, we perturb all internal points of the triangular mesh by a uniform
distribution in the range r´ h

22.5
, h
22.5

s. The geodesic curvature on the left boundary is exactly
zero, whereas on the top boundary we have

κ̄|Γleft
“ 0, κ̄|Γtop “

´27px2 ´ 1qypy2 ´ 3q

px2px2 ´ 3q2 ` 9q3{2
a

x2px2 ´ 3q2 ` y2py2 ´ 3q2 ` 9
.

The vertex expressions ∢̄N
V at the vertices of the Neumann boundary can directly be computed

by measuring the angle arccospḡpτ̂ 1V , τ̂
2
V qq.

To illustrate our theorems, we must use gh “ I
Reg,k
h ḡ. In implementing the Regge interpolant,

the moments on the edges have to coincide exactly: see (3.1). To this end, we use a high enough
integration rule for interpolating ḡ for minimizing the numerical integration errors.

We compute and report the curvature error in the L2-norm, namely }K̄ ´Kh}L2 and }K̄ω̄ ´

Khωh}L2 . We also report the H´1-norm of the errors. They can be computed by solving e.g.
for w P H1

0 pΩq such that ´∆w “ K̄ ´ Kh and observing that

}K̄ ´ Kh}H´1 “ }w}H1 .

Of course the right-hand side can generally be computed only approximately. To avoid ex-
traneous errors, we approximate w using Lagrange finite elements of two degrees more, i.e.,
wh P Vk`2

h when Kh P Vk
h.

101 102 103
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10´6

10´5

10´4

10´3

10´2

10´1

ndof
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r

}K̄ω̄ ´ Khωh}L2

}K̄ω̄ ´ Khωh}H´1

Oph2q

Oph3q

101 102 103 104

10´9

10´7

10´5

10´3

10´1

ndof
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r

}K̄ω̄ ´ Khωh}L2

}K̄ω̄ ´ Khωh}H´1

Oph3q

Oph4q

101 102 103 104

10´10

10´8

10´6

10´4
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ndof
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r

}K̄ω̄ ´ Khωh}L2

}K̄ω̄ ´ Khωh}H´1

Oph4q

Oph5q

Figure 1. Convergence of lifted densitized Gauss curvature with respect to
number of degrees of freedom (ndof) in different norms for Regge elements gh P

Regkh of order k “ 1, 2, 3.

We start by approximating ḡ with linear Regge elements gh P Reg1h. As shown in Figure 1
(left), we obtain the stated quadratic convergence in the L2-norm and cubic rate in the weaker
H´1-norm, in agreement with Theorem 3.1. When increasing the approximation order of Regge
elements to quadratic and cubic polynomials we observe the appropriate increase of the conver-
gence rates: see Figure 1 (middle and right), confirming that the results stated in Theorem 3.1
and Corollary 3.2 are sharp. For the error of the pure Gauss curvature we practically obtain
the same behavior as stated by Theorem 3.8 and Corollary 3.9, cf. Figure 2. Only in the
pre-asymptotic regime the error is smaller compared to the densitized Gauss curvature.

We conclude with a few additional remarks on the lifting degree. Attempting to increase the
degree for the curvature approximation, say by placing Kh in Vk`1

h or Vk`2
h , while the metric gh

remains in Regkh, need not generally produce additional orders of convergence. This is because
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Figure 2. Convergence of pure lifted Gauss curvature with respect to number
of degrees of freedom (ndof) in different norms for Regge elements gh P Regkh of
order k “ 1, 2, 3.

the orthogonality properties of the canonical Regge interpolant, namely (3.1a)–(3.1b), may not
be fulfilled in such cases. Indeed, we numerically observed loss of two orders of convergence
when Kh is placed in Vk`2

h instead of Vk
h. In [12], where we used Kh P Vk`1

h , one order less is
obtained, again due to the orthogonality properties of the canonical Regge interpolant.

Finally, when reducing the polynomial degree of the curvature approximation from Vk
h to

Vk´1
h , k ě 2, while keeping the metric in Regkh, we observed that the convergence rates reduce

by one order. Note that the orthogonality properties of the canonical Regge interpolant are
still fulfilled. Nevertheless, the overall approximation ability of the space is reduced so that the
convergence rate in the H´1-norm decreases from Ophk`2q to Ophk`1q.
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[12] Gopalakrishnan, J., Neunteufel, M., Schöberl, J., and Wardetzky, M. Analysis of curvature
approximations via covariant curl and incompatibility for Regge metrics. The SMAI Journal of computa-
tional mathematics 9 (2023), 151–195.
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