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Abstract. In this paper we propose a generalization of the Riemann curva-

ture tensor on manifolds (of dimension two or higher) endowed with a Regge
metric. Specifically, while all components of the metric tensor are assumed to

be smooth within elements of a triangulation of the manifold, they need not

be smooth across element interfaces, where only continuity of the tangential
components are assumed. While linear derivatives of the metric can be gener-

alized as Schwartz distributions, similarly generalizing the classical Riemann

curvature tensor, a nonlinear second-order derivative of the metric, requires
more care. We propose a generalization combining the classical angle defect

and jumps of the second fundamental form across element interfaces, and rig-
orously prove correctness of this generalization. Specifically, if a piecewise

smooth metric approximates a globally smooth metric, our generalized Rie-

mann curvature tensor approximates the classical Riemann curvature tensor
arising from a globally smooth metric. Moreover, we show that if the metric

approximation converges at some rate in a piecewise norm that scales like the

L2-norm, then the curvature approximation converges in the H´2-norm at the
same rate, under additional assumptions. By appropriate contractions of the

generalized Riemann curvature tensor, this work also provides generalizations

of scalar curvature, the Ricci curvature tensor, and the Einstein tensor in any
dimension.
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1. Introduction

Regge calculus, introduced by Tullio Regge in the 1960s [34], is now a firmly
established technique in numerical relativity. It employs piecewise flat simplicial
complexes to discretize the metric tensor of an N -dimensional manifold pN ě 2q via
edge-length specifications and discretizes curvatures via angle defects (also called
angle deficits). These angle defects, which are concentrated at pN´2q-subsimplices,
were shown [10] to converge to the scalar curvature in the sense of measures as the
triangulation becomes finer. However, high-order approximations of the full Rie-
mann curvature tensor in N dimensions has remained elusive so far. This work
provides such an extension, and a rigorous proof of convergence in a Sobolev norm
(including rates of convergence), confirming its accuracy across all dimensions. The
heart of the matter goes beyond utilitarian considerations in numerically approx-
imating curvature. In fact, our central contribution is the identification and the
analysis of a generalized notion of Riemannian curvature on triangulated manifolds
with isometrically glued simplices, whose intrinsic metric is not necessarily flat.
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Regge’s edge-length prescription is equivalent to defining a constant (flat) met-
ric tensor within each N -simplex (“element”) of the simplicial complex such that
their tangential components are continuous across element interfaces [38, § II.A].
By using higher-order polynomial approximations of the metric tensor, rather than
just constants, within each N -simplex, while maintaining the same tangential inter-
element continuity, one can generate better metric approximations on the simplicial
complex. Such piecewise polynomial metrics, possessing inter-element tangential
continuity, form our point of departure. We refer to such metrics as “Regge met-
rics”. Since these metrics are smooth within each element, one can view each
element, by itself, as a Riemannian manifold with boundary. Imposing tangential
continuity of the metric tensor across elements, precisely defined in §2.1 and re-
ferred to as “tt-continuity” throughout this paper, is tantamount to isometrically
gluing adjacent element manifolds.

Two important questions arise. How can one craft a notion of Riemannian
curvature from such a (possibly discontinuous) Regge metric? Will such a gener-
alized notion of Riemannian curvature produce good approximations to classical
Riemannian curvature if the Regge metric approximates a globally smooth metric?
Let us start by outlining our approach to answering the first question. Obviously, in
the interior of each N -simplex, classical formulas for the Riemann curvature tensor
apply. These curvature contributions from the interior must be added to the angle
defects, which provide curvature contributions concentrated at pN´2q-subsimplices
(“bones”). We show that an additional type of curvature contributions is required,
namely curvature contributions concentrated at pN ´ 1q-subsimplices (“facets”).
These contributions correspond to the jump of the second fundamental form across
facets. We prove that this additional contribution suffices in order to obtain a gen-
eralization of the Riemann curvature tensor, for which high-order convergence rates
can be established, when the Regge metric approximates a given smooth metric.

In two dimensions, the full Riemann curvature tensor, which encodes all intrinsic
curvature information, reduces to the classical Gauss curvature. Numerous prior
works have proposed and analyzed a generalization of Gauss curvature. For exam-
ple, in [7, 20, 23, 39], the authors considered three types of curvature contributions:
An element contribution obtained by classical Gauss curvature formulas, a bone
contribution at each vertex of the simplicial complex consisting of the angle deficit,
and a facet contribution at each edge consisting of the jump of geodesic curvature.
The latter can be transparently motivated by the Gauss–Bonnet theorem. Since
the geodesic curvature (κ) of each element’s edge is related to the second funda-
mental form (II) by κ “ IIpX,Xq for any unit tangent vector X along the edge,
our generalized curvature in N dimensions reduces to the known two-dimensional
construction (see §2.6). Nevertheless, since the Gauss–Bonnet theorem does not
apply in higher dimensions, we now provide more motivation and geometric insight
for our proposed facet contribution of curvatures.

Consider a facet F that is a subsimplex of two adjacent elements T˘ in the
simplicial complex with respective inward unit normal vectors ν̂˘ at a point p in
F . Also consider two 2-dimensional submanifolds S˘ of T˘ passing through p and
transversely intersecting F along a smooth curve γ in F , such that one tangent
direction at p is parallel to the respective normal ν̂˘. Denote the unit tangent
vector along γ at p by X. Let R˘ be the respective Riemann curvature tensors
of T˘. The respective sectional curvatures at p generated by the orthonormal pair
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X, ν̂˘ equal R˘pX, ν̂˘, ν̂˘, Xq. It is well-known that these sectional curvatures co-
incide with the Gauss curvatures of S˘. Since we know, from the aforementioned
two-dimensional result, that the generalized Gauss curvature of the composite 2-
manifold S` Y S´ must have an interface curvature contribution arising from the
difference of the geodesic curvatures κ˘ ” II˘pX,Xq from adjacent elements, we
conclude that the difference between R˘pX, ν̂˘, ν̂˘, Xq at p must equal the differ-
ence between II`pX,Xq and II´pX,Xq. This result can be extended to any X in
the tangent space of F at p by varying the 2-manifold. Furthermore, by the sym-
metry of R˘pX, ν̂˘, ν̂˘, Y q in X and Y , the polarization identity implies that the
jump of R˘pX, ν̂˘, ν̂˘, Y q must equal the jump of II˘pX,Y q for any X,Y in the
tangent space of F . Thus, a generalization of the Riemann curvature tensor must
include a facet contribution arising as a jump of the second fundamental form at
facets. Further motivation will be provided in Remark 2.1. Of course, no amount
of motivation will replace the rigorous proof that we provide in this article.

One central contribution of our paper is the convergence analysis of this gener-
alized notion of Riemannian curvatures. Our analysis relies on the linearization of
Riemannian curvature and of the other terms in the generalized Riemann curvature
we propose. In two dimensions, as shown in [23], linearization of Gauss curvature
leads to the so-called incompatibility operator, a second-order linear differential op-
erator involving two curls, which also arises in elasticity when quantifying violation
of St. Venant’s compatibility conditions. We provide a corresponding linearization
of the Riemann curvature tensor in higher dimensions. Similar linearizations have
also been considered in the literature of Ricci flows [40]. Comparing the lineariza-
tion to the known incompatibility operators in two and three dimensions, we are
led to a generalization of the covariant incompatibility operator in arbitrary di-
mensions (named “Inc” and defined in (4.4)). Its adjoint, generalized to piecewise
smooth metrics, turns out to be a crucial ingredient in our analysis. We often re-
fer to our generalized Riemann curvature as a “distributional Riemann curvature”
(although it is technically not a distribution) because its linearization around a flat
metric gives terms that correspond exactly to those of a distributional version of
the linear incompatibility operator. Another key idea in our analysis is a variant of
the Uhlenbeck trick [24, 40]. Namely, when a Regge metric approximates a smooth
metric, comparing geometric quantities that depend on the metric is made easier
if their metric dependence can be transformed into a common metric-independent
space. We identify such a space in §3.1.

Related prior results. Comprehensive overviews of the development and impact
of Regge calculus over the past fifty years, with broad applications in relativity
and quantum mechanics, can be found in the works of [42, 35, 6]. As previously
mentioned, the first rigorous proof demonstrating the convergence of Regge’s angle
deficit to the scalar curvature, within a sequence of appropriate triangulations in the
sense of measures, was achieved in [10]. Subsequently, Christiansen demonstrated
in [14, 15] that, for a given metric in the lowest-order Regge finite element space, the
curvature of a sequence of mollified metrics converges to the angle deficit in the sense
of measures. Methods rooted in angle deficit for approximating Gauss curvature on
triangulations composed of piecewise flat triangles are well-established in Discrete
Differential Geometry (DDG) and computer graphics. While convergence in the
L8-norm up to quadratic order has been proven [9, 43, 44] on specific triangulations
satisfying certain conditions, convergence is not guaranteed on general irregular
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grids. In [30], Regge’s concept of angle deficit was extended to quadrilateral meshes.
Noteworthy among the results applicable to higher-dimensional manifolds is the
proof of convergence for approximated Ricci curvatures of isometrically embedded
hypersurfaces Ă RN`1, as presented in [18] and later utilized for Ricci flows in [19].

Another perspective to contextualize the contemporary advancements in Regge
finite elements is within the framework of finite element exterior calculus (FEEC)
[4, 3]. The recognition of the utility of discrete spaces featuring constant metric
tensors with continuous tangential-tangential components dates back to Sorkin [38].
Christiansen introduced subsequent developments in finite element structures for
Regge calculus in [12], and these elements gained popularity in FEEC under the
designation “Regge finite elements” [29]. Regge elements approximating metric
and strain tensors were further extended to arbitrary polynomial orders on trian-
gles, tetrahedra, and higher-dimensional simplices in [29], as well as quadrilaterals,
hexahedra, and prisms in [31]. The effectiveness of Regge elements in discretizing
portions of the Kröner complex or the elasticity complex was explored in [5, 13, 25].
Notably, properties of Regge elements were leveraged to devise a method circum-
venting membrane locking for general triangular shell elements in [32].

In [20], the Regge finite elements on 2-manifolds were used to develop a high-
order Gauss curvature approximation. The key ingredient was an integral represen-
tation of the angle deficit extended to high-order. This formulation, which can be
seen as a covariant version of the Hellan–Herrmann–Johnson (HHJ) method [16],
enabled rigorous proofs of convergence at specific rates. This approach was refor-
mulated in [7] in terms of a nonlinear distributional Gauss curvature, consisting
of elementwise Gauss curvature, jumps of geodesic curvature at edges, and angle
deficit at vertices as sources of curvature—see also [39] for a derivation of a curva-
ture notion on singular surfaces in the sense of measures. Under the assumption
that the metric approximation is produced by the canonical Regge interpolation op-
erator, an improved convergence for the distributional Gauss curvature was proven
in [23]. The first extension of distributional curvatures in dimension N ě 3 has
been proposed in [21], where the distributional scalar curvature has been defined
and analyzed in any dimension. Therein the jump of the mean curvature at codi-
mension 1 facets and the angle deficit at codimension 2 boundaries has been used
as additional sources of curvature. Terms only up to codimension 2 boundaries are
considered, which reflects the fact that second order derivatives of the metric tensor
are needed to compute curvatures. Further, in [21] the H´2-norm has been taken
to measure the approximation error. The analysis there showed that in N “ 2
convergence rates of Ophk`1q for Regge metrics of polynomial order k ě 0 are ob-
tained, whereas for N ě 3 approximation k ě 1 is necessary. Here, h denotes the
meshsize of the triangulation. A significant difference between dimensions N “ 2
and N ě 3 is the appearance of a second part of the integral representation besides
the covariant HHJ bilinear form. This second part, being responsible for no con-
vergence in the lowest-order case k “ 0, has been identified as the distributional
Einstein tensor [22], extending the classical one to non-smooth Regge metrics.

Outline of contributions. In Section 2, we motivate and define a generalized
Riemann curvature for any given tt-continuous Regge metrics on an N -manifold.
We show that our definition reduces to the distributional Gauss curvature of [7, 23]
when N “ 2 in §2.6. Prior notions of distributional scalar curvature [21] and
Einstein tensor [22] are shown to be recoverable from our generalized Riemann
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curvature in §2.7 and §2.9, respectively. A generalized Ricci tensor for Regge metrics
in arbitrary dimension is derived in §2.8, which to our knowledge has not appeared
in prior literature.

The main convergence results for the generalized Riemann curvature are in Sec-
tion 5, specifically, Theorems 5.2 and Corollary 5.3. We show that if a sequence
gh of Regge metrics interpolating a smooth metric g using piecewise polynomials
of order k ě 0 in N “ 2 (k ě 1 in N ě 3) is given, then the generalized Riemann
curvature produced by gh converges to the exact smooth Riemann curvature of g
at the rate Ophk`1q in the H´2-norm. For proving this, we combine ideas from [23]
and [21], using the new ingredients made in previous sections, described next.

A central new ingredient, found in Section 3, is the linearization of the distri-
butional Riemann curvature tensor as the underlying metric changes. The gen-
eralized curvature is given in Section 2 using geometrically natural test functions
having the same symmetries as the Riemann curvature tensor. However, these test
functions are metric-dependent, creating difficulties in the analysis by generating
opaque metric dependencies. To circumvent these difficulties, we develop a version
of the Uhlenbeck trick [24, 40], mapping test functions to certain metric indepen-
dent ones, in §3.1. This then allows us to compute the linearization of all curvature
contributions, thus proving the main result of the section, Theorem 3.20.

The result of Theorem 3.20 sets the stage for Section 4 where the incompati-
bility operator is defined in N dimensions. Specifically, Theorem 3.20 shows that
the linearization consists of two parts. In Section 4, we show that one part of the
linearization can be interpreted as the distributional covariant incompatibility op-
erator, as in [23], but now extended to any dimension, as shown in Theorem 4.1.
The remaining part consist of terms without covariant derivatives of the metric per-
turbation. The latter is zero in dimension N “ 2, so never appeared in [23]. The
final important ingredient is the adjoint of the distributional covariant incompati-
bility operator, the subject of Theorem 4.7. Each of these ingredients, interesting
by itself, are used in subsequent section (Section 5) on numerical analysis which
proceeds by estimating each of the above-mentioned two parts of the linearization.

In Section 6, we simplify and specialize the distributional Riemann curvature
tensor in N “ 2, 3 dimensions. When N “ 2, we obtain the distributional Gauss
curvature as expected, and we highlight the peculiarity where one of the two parts
in the linearization vanishes. When N “ 3, we focus on a curvature operator Q

that encapsulates the (skew-) symmetry properties of the Riemann curvature. All
terms are then written out in a computable form.

The computable form is leveraged in Section 7 where a numerical example is dis-
played in the N “ 3 case. The results provide a practical illustration of asymptotic
theoretical convergence rates. They also indicate that the rates proved are likely
not improvable in general. In the lowest-order case of a piecewise constant metric
tensor, we observe a large pre-asymptotic regime of linear convergence, which then
eventually appear to degenerate to no convergence, as expected from the theory.

2. Distributional densitized Riemann curvature tensor

Consider an open domain Ω Ă RN , N ě 2, on which a smooth metric ḡ provides
a Riemannian manifold structure. We are not given ḡ, only an approximation of it,
denoted by g. This approximation g is a piecewise smooth metric with respect to a
triangulation T . We assume that Ω can be subdivided into finitely many bounded
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elements which are diffeomorphisms of N -simplices and these curved elements are
collected into T . The goal of this section is to generalize the notion of Riemann
curvature for metrics g that are only piecewise smooth, specifically for g in a Regge
space defined in (2.4) below.

A foreword on notation is in order. The symbols XpT q,
Źk

pT q, and Tk
l pT q denote,

respectively, the spaces of smooth vector fields, k-form fields, and pk, lq-tensor fields
on a submanifold T of Ω. Here smoothness signifies not only infinite differentiability
at interior points but also smoothness up to (including) the boundary of T . In such
symbols, replacement of the manifold T by a collection of subdomains such as
the triangulation T , signifies the piecewise smooth analogue with respect to the
collection. Namely, Tk

l pT q is the Cartesian product of Tk
l pT q over some enumeration

of all T P T . Also,
Ź1

pT q “ T1
0pT q and XpT q “ T0

1pT q. Our metric g is in
T2
0pT q, but may not be in T2

0pΩq generally. Let △´mT denote the set of pN ´mq-
dimensional subsimplices of an N -simplex T . The collection of all subsimplices in
△´1T for all T P T is the set F of facets of T . For an element T P T and any
F P △´1T , we shall refer to a vector field ν̂ satisfying

(2.1) g|T pν̂, Xq “ 0 for all X P XpF q and g|T pν̂, ν̂q “ 1,

as a g-normal vector of F in T . There are two possible orientations of ν̂ (and we
will select one when needed). For vector fields X on T on F , let

(2.2) QX “ X ´ g|T pX, ν̂qν̂

denote the pointwise tangential projection onto the tangent bundle of F . When
restricting k-linear forms BpX1, . . . , Xkq to subsimplices, we often need to consider
cases where some arguments are fixed to some specific vector, while other arguments
are restricted to tangent vector fields on the subsimplex. For example, on an
F P △´1T , given smooth vector fields Xi on T or F , the forms Bν̂F ¨¨¨F and BF ν̂F ¨¨¨F

are defined by

(2.3a)
Bν̂F ¨¨¨F pX1, X2, . . . , Xk´1q “ Bpν̂, QX1, . . . , QXk´1q,

BF ν̂F ¨¨¨F pX1, X2, . . . , Xk´1q “ BpQX1, ν̂, QX2, . . . , QXk´1q,

and this notation is extended to cases when more than one argument is fixed with ν̂
in the obvious fashion. When all arguments of B are projected by Q, we abbreviate
the resulting form BF...F to simply BF . When an argument is left open, and not
projected to the XpF q, then we indicate so by a subscript “¨” in place of F , e.g., for
a form BpX,Y, Z,W q taking four arguments, the form Bν̂FF ¨ takes three arguments
and is defined by

Bν̂FF ¨pX1, X2, X3q “ Bpν̂, QX1, QX2, X3q.

Obvious extensions of this notation to vectors other than ν̂ and to lower dimensional
subsimplices are used without much ado.

We also use standard notions from smooth Riemannian geometry throughout,
some of which are collected in Appendix A for ready reference.

2.1. The tt-continuity. Let SpT q “ tσ P T2
0pT q : σpX,Y q “ σpY,Xq for X,Y P

XpT qu be the space of symmetric covariant 2-tensors on Ω with no interelement
continuity in general. With S`pT q “ tσ P SpT q : σpX,Xq ą 0 for all 0 ‰ X P

XpT qu we denote the subspace of positive definite 2-tensors. Recalling that F
denotes the set of all mesh facets (of codimension 1), we divide F into FB consisting

of facets contained in BΩ and the remainder, the set of interior facets, F̊ . Every
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F P F̊ is of the form F “ △´1T` X △´1T´ for two elements T˘ P T . We
say that a σ P SpT q has “tangential-tangential continuity” or “tt-continuity” if
σ|T`

pX,Y q “ σ|T´
pX,Y q for all tangential vector fields X,Y P XpF q for every F in

F̊ (i.e., σpX,Y q is single-valued on all F P F̊ ). This brings us to the Regge space

RegpT q “ tσ P SpT q : σ is tt-continuousu,(2.4)

and its subset Reg`
pT q “ RegpT qXS`pT q. The approximate metric g is assumed

to be in Reg`
pT q. Also define

(2.5) R̊egpT q “ tσ P RegpT q : σpX,Y q “ 0 for all X,Y P XpF q, F P FBu.

2.2. Curvature within elements. Since a g in Reg`
pT q is smooth within each

element T P T , it generates a unique Levi–Civita connection in each T , denoted
by ∇. We refer to Appendix A for a summary of used geometric notation. Using ∇,
the Riemann curvature tensor within T can be computed using standard formulas:
following the sign convention of [28], define

(2.6) RpX,Y, Z,W q “ gpRX,Y Z,W q, X, Y, Z,W P XpT q,

where RX,Y Z “ ∇X∇Y Z ´ ∇Y ∇XZ ´ ∇rX,Y sZ is the Riemann curvature endo-

morphism. This element-by-element curvature tensor R P T4
0pT q is only one of the

contributors to the total distributional curvature defined below.

2.3. Jump of the second fundamental form. The jumps of g create further
sources of curvatures at lower dimensional facets, which must be added to the
curvature within elements to get good curvature approximations. Recall the g-
normal vector ν̂ of (2.1). The second fundamental form [28] of F considered as an
embedded submanifold depends on the orientation of ν̂ and is defined by

(2.7) IIν̂pX,Y q “ ´gp∇X ν̂, Y q “ gpν̂,∇XY q, X, Y P XpF q.

The second equality follows from differentiating the identity gpν̂, Zq “ 0 for Z P

XpF q. Let the unique g-normal vector on F that points inward into an element

T P T be denoted by ν̂TF . Now consider an F “ △´1T` X △´1T´ for some

T˘ P T . As g P Reg`
pT q is solely tt-continuous, ν̂

T`

F ‰ ´ν̂
T´

F in general. The
jump of the second fundamental form across F is defined by

(2.8) JIIKpX,Y q “ IIν̂
T`
F pX,Y q ` IIν̂

T´
F pX,Y q,

for all X,Y P XpF q. This jump function JIIK is in T2
0pF̊ q (which per previous

notation, is the Cartesian product of T2
0pF q over an enumeration of all F in F̊ ). It

will act as a source of curvature on facets.
The jump of a general ν̂-dependent tensor Bν̂ P Tk

0 pT q across F is defined by

(2.9) JBKpX1, X2, . . .q “ Bν̂
T`
F pX1, X2, . . .q `Bν̂

T´
F pX1, X2, . . .q, Xi P XpF q,

in analogy with (2.8).

Remark 2.1. The jump of the second fundamental form as a source of curvature
along a hypersurface F can be motivated by the Radial Curvature Equation, Tan-
gential Curvature Equation, and Normal Curvature Equation [33, Theorem 3.2.2,
Theorem 3.2.4, and Theorem 3.2.5]. (These equations are also called Ricci, Gauss,
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and Codazzi equations [27].) They imply (after setting f in [33, Theorem 3.2.2] as
the signed distance function of the hypersurface F ) that

RpX, ν̂, ν̂, Y q “ p∇ν̂IIqpX,Y q ´ IIIpX,Y q,

RpX,Y, Z,W q “ RF pX,Y, Z,W q ´ IIpX,W qIIpY,Zq ` IIpX,ZqIIpY,W q,

RpX,Y, Z, ν̂q “ p∇XIIqpY, Zq ´ p∇Y IIqpX,Zq,

where X,Y, Z,W P XpF q are tangent vector fields, IIIpX,Y q “ x∇X ν̂,∇Y ν̂y denotes
the third fundamental form, and RF the Riemann curvature tensor on F . All other
components of R can be traced back to the three above. Using a mollifier argument
the normal derivative term ∇ν̂II produces the jump of the second fundamental
form in the limit, whereas the jumps of the third fundamental form, RpX,Y, Z,W q,
and RpX,Y, Z, ν̂q vanish in the limit. Thus the jump in the Riemann curvature is
completely characterized by the jump of the second fundamental form and

JRKpX, ν̂, ν̂, Y q “ JIIKpX,Y q.

2.4. Angle deficit. There are also sources of curvature along subsimplices of codi-
mension 2. Let E denote the collection of all simplices in △´2T for all T P T .
Divide it into EB consisting of simplices in E lying on the boundary BΩ and the

remainder E̊ “ E zEB. Given any E P E̊ there is an F P F̊ such that E P △´1F .
We refer to a vector field µ̂ P XpF q satisfying
(2.10)

g|T pµ̂, ν̂TF q “ 0, F P △´1T, gpµ̂,Xq “ 0 for all X P XpEq, gpµ̂, µ̂q “ 1,

as a g-conormal vector of E in F . There are two possible orientations for such a
µ̂. When both E and F lie on the boundary of an element T P T , we select the
unique g-conormal vector of E that points into F from E and denote it by µ̂F

E (see
Figure 1). Using the two facets F˘ in △´1T such that E “ △´1F` X △´1F´, we
define the following angle function on E

?T
E “ arccos

`

g
ˇ

ˇ

T
pµ̂

F`

E , µ̂
F´

E q
˘

.(2.11)

Let TE “ tT P T : E P △´2T u. The angle deficit at E P E̊ is defined by

ΘE “ 2π ´
ÿ

TPTE

?T
E .

This function, Θ “ ΠEPE̊ΘE P T0
0pE̊ q, will act as a source of curvature on E̊ .

E

T`

T´

F

ν̂
T`

F

ν̂
T´

F

µ̂F
E E T

F`

F´

ν̂TF`

ν̂TF´

µ̂
F`

E

µ̂
F´

E

Figure 1. Visualization of g-normal and g-conormal vectors on
facet between two elements (left) and a single element (right).
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2.5. Riemann curvature for Regge metrics. Let A P T4
0pT q have the (skew)

symmetries of the Riemann curvature tensor, i.e.,

(2.12) ApX,Y, Z,W q “ ´ApY,X,Z,W q “ ´ApX,Y,W,Zq “ ApZ,W,X, Y q

for all X,Y, Z,W P XpT q. We will generalize the Riemann curvature tensor as
a linear functional acting on such A. We shall also require A to have certain
interelement continuity constraints described next. Recall that per (2.3), AF ν̂ν̂F P

T2
0pF q is defined by

AF ν̂ν̂F pX,Y q “ ApX, ν̂, ν̂, Y q, X, Y P XpF q,

for any F in F and a g-normal vector ν̂ as in (2.1). Note that AF ν̂ν̂F is independent
of the orientation of ν̂. Further, due to (2.12), AF ν̂ν̂F “ A¨ν̂ν̂¨.

In general, since limiting values of A from adjacent elements are different, AF ν̂ν̂F

is discontinuous with multi-valued limits on element interfaces. We consider the
following continuity requirement:

(2.13) AF ν̂ν̂F is single-valued for all F P F̊ .

Define the test space Å by

A :“tA P T4
0pT q : A satisfies (2.12) and (2.13)u,

Å :“tA P A : AF ν̂ν̂F vanishes on all F P FBu.
(2.14)

The continuity condition (2.13) implies continuity at mesh interfaces of codimension
two, as we now show.

Lemma 2.2. Let A P A and E P E̊ . Let F P F̊ and T P T be such that E P △´1F
and F P △´1T . If ν̂ is a g-normal vector of F in T (see (2.1)) and µ̂ is a g-
conormal vector of E in F (see (2.10)), then Aµ̂ν̂ν̂µ̂ “ Apµ̂, ν̂, ν̂, µ̂q is single-valued

for all E P E̊ .

Proof. Let T˘ P T share a facet F “ △´1T` X △´1T´ with E P △´1F . Let
τ̂ P XpF q denote some extension of µ̂ from E to F , i.e., τ̂ |E “ µ̂. Because of (2.13),
the values of Apτ̂ , ν̂, ν̂, τ̂q from T` and T´ are equal at any point on F . By the
assumption that elements in T4

0pT q are continuous up to the element boundaries,
the same holds for points on E. Thus the values of Aµ̂ν̂ν̂µ̂ from T` and T´ coincide
on E.

Next, let F˘ P △´1T be such that △´1F` X △´1F´ “ E. The proof will be
finished if we show that at any point in E, the values of Aµ̂ν̂ν̂µ̂ from F` and F´ co-

incide, i.e., if Apµ̂
F`

E , ν̂TF`
, ν̂TF`

, µ̂
F`

E q and Apµ̂
F´

E , ν̂TF´
, ν̂TF´

, µ̂
F´

E q coincide. (Figure 1

illustrates the vectors involved.) Since tν̂TF`
, µ̂

F`

E u and tν̂TF´
, µ̂

F´

E u span the same

2-dimensional plane, there is an angle ϕ (measured in g|T ) by which µ̂
F`

E can be

rotated in plane to µ̂
F´

E . Then, noting that ν̂TF`
and ν̂TF´

point into T ,

µ̂
F´

E “ cospϕqµ̂
F`

E ` sinpϕqν̂TF`
, ν̂TF´

“ sinpϕqµ̂
F`

E ´ cospϕqν̂TF`
.

Using the skew symmetries (2.12) of A,

Apµ̂
F´

E , ν̂TF´
, ν̂TF´

, µ̂
F´

E q “ pcos2pϕq ` sin2pϕqqApµ̂
F`

E , ν̂TF`
, ν̂TF´

, µ̂
F´

E q

“ Apµ̂
F`

E , ν̂TF`
, ν̂TF`

, µ̂
F`

E q,

i.e., at E, the value of Aµ̂ν̂ν̂µ̂ from F` and F´ coincide. □
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Definition 2.3. We define the generalized densitized Riemann curvature for the

non-smooth metric g P Reg`
pT q to be the linear functional RωĂ : Å Ñ R given by

(2.15)

RωĂ pAq “
ÿ

TPT

ż

T

xR, AyωT ` 4
ÿ

FPF̊

ż

F

xJIIK, AF ν̂ν̂F yωF

` 4
ÿ

EPE̊

ż

E

ΘE Aµ̂ν̂ν̂µ̂ ωE

for all A P Å, where ωT “ ω|T , ωF “ ω|F , and ωE “ ω|E are the volume forms on
T , F , and E, respectively, given by the Riemannian volume form ωg ” ω P TN

0 pT q

generated by g. (We drop the subscript in ωg when there can be no confusion
on what metric is being used.) Here and throughout, x¨, ¨y denotes the standard
extension of the g-inner product to tensors (see Appendix A, (A.9)), ν̂ is a g-
normal vector of F , and µ̂ is a g-conormal vector of E. By Lemma 2.2, the last
term in (2.15) makes sense.

The test space Å contains infinitely smooth compactly supported tensor func-

tions on Ω. Hence, RωĂ pAq can be regarded as an extension of a Schwartz distribu-
tion or a measure on Ω. Due to the presence of the volume form, it is a distribution

density [14] as in the title of this section. Equipping Å with a topology in which the
right-hand side of (2.15) is continuous is an interesting issue (see e.g., a similar issue
in [23, Appendix A]). But this is not discussed further in this paper because it is
not central to our main effort of proving the correctness of (2.15) through numerical

analysis, where we will only examine convergence of RωĂ in the H´2pΩq-norm.
Note that there are many g-dependent quantities in (2.15). When we need to

explicitly show that dependence, we will write g as an argument, i.e., instead of

RωĂ pAq, ωT , ωF , ωE , ν̂, and µ̂, we write RωĂ pgqpAq, ωT pgq, ωF pgq, ωEpgq, ν̂pgq, and

µ̂pgq, respectively. Even the test space Å is g-dependent, an issue we discuss in
more detail in §3.

2.6. Specialization to two-dimensional Gauss curvature case. In the case
of 2D manifolds (N “ 2), elements of the test space can be generated by scalar
fields in

VpT q “ tu P
Ź0

pT q : u is continuous on Ωu,

V̊pT q “ tu P VpT q : u|BΩ “ 0u,

by combining them with the Riemannian volume form ω. Let v P V̊pT q. The tensor
field A “ ´v ω b ω,

(2.16) ApX,Y, Z,W q “ ´v ωpX,Y q ωpZ,W q,

obviously satisfies the symmetries in (2.12). Moreover, since ω applied to any g-
orthonormal frame yields ˘1, we have ωpµ̂, ν̂qωpν̂, µ̂q “ ´1, so the continuity of

v implies (2.13). Hence, A P Å. We use this choice of A in (2.15). Then, a
computation using (A.9) and ω “

?
det g dx1 ^ dx2 shows that the first term on

the right-hand side of (2.15) takes the form

xR, Ay “
4R1221 v

det g
“ 4K v,(2.17)

where K is the Gauss curvature.
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We proceed to the next term on the right-hand side of (2.15). It is easy to see
that for the A in (2.16),

AF ν̂ν̂F “ v τ̂ 5
b τ̂ 5,

for any g-normalized tangent τ̂ to the one-dimensional element boundary BT . Note
that τ̂ and µ̂ are collinear at each point. Therefore, by the second equality of (2.7),

the geodesic curvature κν̂ “ gp∇τ̂ τ̂ , ν̂q of BT equals IIν̂pτ̂ , τ̂q. Thus, the jump of

the geodesic curvature across F “ △´1T` X △´1T´, namely JκK “ κν̂
T`
F ` κν̂

T´
F ,

satisfies

xJIIK, AF ν̂ν̂F y “ JκKv.

Finally, to relate to the last term on the right-hand side of (2.15) on the angle
deficit, observe that

(2.18) ΘEAµ̂ν̂ν̂µ̂ “ ΘE v

since Aµ̂ν̂ν̂µ̂ “ ´ωpµ̂, ν̂qωpν̂, µ̂qv “ v. Combining (2.17)–(2.18) we find that

(2.19)
1

4
RωĂ p´vω b ωq “

ÿ

TPT

ż

T

Kv ωT `
ÿ

FPF̊

ż

F

JκKv ωF `
ÿ

EPE̊

ΘE vpEq.

The right-hand side above is exactly the two-dimensional distributional densitized

Gauss curvature KωĄpvq previously analyzed in [7, 23].

2.7. Specialization to scalar curvature in any dimension. The scalar cur-
vature in the smooth case is given by S “ Rijklg

ilgjk. Its generalized densitized

version SωĂ can be obtained from our generalized Riemann curvature, as shown
next. The Kulkarni–Nomizu product ∧⃝ : T2

0pΩq ˆ T2
0pΩq Ñ T4

0pΩq is defined as

ph∧⃝ kqpX,Y, Z,W q :“ hpX,W qkpY,Zq ` hpY,ZqkpX,W q

´ hpX,ZqkpY,W q ´ hpY,W qkpX,Zq

taking two p2, 0q-tensors resulting into a p4, 0q-tensor with the algebraic properties
of the Riemann curvature tensor, i.e., ph∧⃝kqpX,Y, Z,W q “ ´ph∧⃝kqpY,X,Z,W q “

ph∧⃝ kqpY,X,W,Zq and ph∧⃝ kqpX,Y, Z,W q “ ph∧⃝ kqpZ,W,X, Y q.

We can choose Å to be of the form

A “ g ∧⃝ g v, v P V̊,(2.20)

fulfilling the continuity conditions (2.13), as on all F P F̊ and E P E̊

pg ∧⃝ gqpX, ν̂, ν̂, Y q “ 2pgpX,Y q ´ gpν̂, Xqgpν̂, Y qq “ 2 gpX,Y q for all X,Y P XpF q,

pg ∧⃝ gqpµ̂, ν̂, ν̂, µ̂q “ 2.

Inserting (2.20) into (2.15) yields due to the (skew-)symmetry properties of R

xR, Ay “ 4Rijklg
ilgjkv “ 4Sv, xJIIK, AF ν̂ν̂F y “ 2JHKv, ΘE Aµ̂ν̂ν̂µ̂ “ 2ΘEv,

where S and H ν̂ “ trpIIν̂q denote the scalar and mean curvature, respectively.

Thus, we obtain, v P V̊,

1

4
RωĂ pg ∧⃝ gvq “

ÿ

TPT

ż

T

Sv ωT ` 2
ÿ

FPF̊

ż

F

JHK v ωF ` 2
ÿ

EPE̊

ż

E

ΘEv ωE ,

which coincides with the definition of the distributional densitized scalar curvature,

SωĂ pvq, in any dimension proposed in [21]. The factor 2 in the codimension 1 and 2
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boundary terms is consistent with (2.19) as in two dimensions the scalar curvature
is twice the Gauss curvature, S “ 2K.

2.8. Specialization to Ricci curvature in any dimension. For smooth met-
rics, the Ricci curvature is a contraction of the Riemann curvature tensor given
by Ricij “ Rkijlg

kl. To develop its generalization to Regge metrics, consider test
functions of the form

(2.21) A “ g ∧⃝ ρ,

where ρ is any tensor in the subspace WpT q of RegpT q with the additional “nn-
continuity” (normal-normal continuity) property that ρν̂ν̂ “ ρpν̂, ν̂q is single-valued

at all interior facets in F P F̊ and ρν̂ν̂ vanishes on the boundary BΩ. The nn-
and tt-continuity together imply that the trace of ρ is single-valued at facets and
(due to the smoothness assumption up to element boundaries) also single-valued at
codimension 2 boundaries. Hence the A in (2.21) satisfies, for all X,Y P XpF q and

F P F̊ ,

ApX, ν̂, ν̂, Y q “ ρpX,Y q ` gpY,Xqρpν̂, ν̂q ´ gpν̂, Xqρpν̂, Y q ´ gpν̂, Y qρpν̂, Xq

“ ρpX,Y q ` gpX,Y qρν̂ν̂

Apµ̂, ν̂, ν̂, µ̂q “ ρpµ̂, µ̂q ` ρpν̂, ν̂q “ trpρq ´ trpρEq,

where ρE denotes the restriction of ρ to an E P E̊ . We conclude that the A in (2.21)

is in Å. Inserting such A into (2.15) leads to a novel definition of the generalized
densitized Ricci curvature tensor

RicωĆ pρq “
1

4
RωĂ pg ∧⃝ ρq “

ÿ

TPT

ż

T

xRic, ρyωT `
ÿ

FPF̊

ż

F

xJIIK, ρ` ρν̂ν̂gyωF

`
ÿ

EPE̊

ż

E

ΘE pρν̂ν̂ ` ρµ̂µ̂qωE ,

a linear functional acting on any ρ in WpT q.

2.9. Specialization to the Einstein tensor. Let N ě 3. The Einstein tensor
for smooth metrics is given using the above-mentioned Ricci curvature and scalar
curvature by G “ Ric´ 1

2S g. Its generalization to Regge metrics can be seen from
our Riemann curvature generalization as follows. Define the bijective algebraic
operator J : SpT q Ñ SpT q by Jρ “ ρ ´ 1

2 trpρqg. Then, using the vanishing trace
Regge subspace defined in (2.5), test functions of the form

A “ g ∧⃝ Jρ, ρ P R̊egpT q.

are in Å, because on all F P F̊ , X,Y P XpF q, and E P E̊ ,

A¨ν̂ν̂¨pX,Y q“pJρqpX,Y q`gpY,XqpJρqν̂ν̂ ´gpν̂, XqpJρqpν̂, Y q´gpν̂, Y qpJρqpν̂, Xq

“ρpX,Y q ` gpX,Y qρν̂ν̂ ´ gpX,Y q trpρq “ SF pρqpX,Y q,

Aµ̂ν̂ν̂µ̂ “ρpµ̂, µ̂q ` ρpν̂, ν̂q ´ trpρq “ ´ trpρEq,

where SF pρq “ ρF ´ trpρF qgF is the trace-reversed part of ρ restricted to a facet

F P F̊ . Inserting into (2.15) yields

1

4
RωĂ pg ∧⃝ Jρq “

ÿ

TPT

ż

T

xG, ρyωT `
ÿ

FPF̊

ż

F

xJIIK,SF pρqyωF ´
ÿ

EPE̊

ż

E

ΘE ρE ωE .
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The right-hand side is exactly the distributional densitized Einstein tensor GωĄpρq

defined and analyzed in [21, 22]. Note that xJIIK,SF pρqy “ xJSF IIK, ρF y “ xJIIK, ρF y

with the trace-reversed second fundamental form II
ν̂

“ IIν̂ ´ H ν̂ gF . In general
relativity the jump of the trace-reversed second fundamental form features in the
well-known Israel junction condition [26].

3. Linearization of curvature

The test spaces A and Å defined in (2.14), which provide test functions in the
generalized curvature formula, depend on the metric tensor g, since the continuity
properties are given in terms of the g-normal vector ν̂. While analyzing the con-
vergence of the approximate Riemann curvature tensor as the metric g approaches
the exact metric tensor ḡ, it is useful to work with g-independent test functions
that remain unchanged as g Ñ ḡ. We will accomplish this by constructing a
g-independent test space U in bijection with A in §3.1. This then allows us to
quantify changes in quantities that depend on the metric. Specifically, introducing
intermediate metrics between the exact metric ḡ and its nonsmooth discretization
gh by gptq “ ḡ ` tpgh ´ ḡq, we study how elements of A evolve as gptq evolves
with a fictitious “time” variable t (in §3.2), followed by how each ingredient in the
generalized Riemann curvature tensor (2.15) evolves as g evolves (in §3.3, §3.4, and
§3.5).

3.1. Metric-independent test space. Let the symmetric dyadic product of two
tensors a and b be denoted by a d b “ 1

2 pab b` bb aq. Consider the vector
bundle that associates to each point p of Ω the vector space of linear combinations
of symmetric dyadic products of pN ´ 2q-forms. We denote its smooth sections by
ŹN´2

pT qd2 ”
ŹN´2

pT qd
ŹN´2

pT q. In other words, an element U of
ŹN´2

pT qd2

is a linear combination of tensors of the form u d v for some piecewise smooth

forms u and v in
ŹN´2

pT q. The restriction of U on an interior facet F P F̊ ,
denoted by UF , is a multi-valued function in general since its value depends on
which of the elements sharing F is used for the restriction. Requiring it to be
single-valued, as done next in (3.1), places inter-element continuity constraints.
The following metric-independent test spaces with such continuity constraints on
the parameter domain Ω, defined without using the Riemannian structure, are
useful when perturbing the metric:

U“tU P
ŹN´2

pT qd2 : U |F pX1, . . . , XN´2, Y1, . . . , YN´2q is single-valued

for any Xi, Yi P XpF q, F P F̊ u,

Ů“tU P U : U |F pX1, . . . , XN´2, Y1, . . . , YN´2q“0,

for any Xi, Yi P XpF q, F P FBu.

(3.1)

Remark 3.1. One can easily verify that continuity condition (3.1) implies that for

all Xi, Yi P XpEq, E P E̊ , U |EpX1, . . . , XN´2, Y1, . . . , YN´2q is single-valued.

We define a linear mapping A : U Ñ T4
0pT q by

pAUqpX,Y, Z,W q “ xU, ‹pX5 ^ Y 5q d ‹pW 5 ^ Z5qy, X, Y, Z,W P XpT q,(3.2)

where ‹ denotes the Hodge dual operator—see (A.3). Denote the range of A by

Ãg ” Ã :“tAU : U P Uu.(3.3)
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Although U is independent of g, note that A, Ã, and A all depend on g. When
needed, we will emphasize this dependence by writing them as Ag, Ãg, and Ag,
respectively. The next two lemmas show that (2.14) and (3.3) define the same
spaces.

Lemma 3.2. Let g P Reg`
pT q. Then Ãg Ď Ag.

Proof. Let U P U and A “ AgU P Ãg. By definition (3.2), A clearly fulfills the sym-
metries in (2.12) of Ag, so it suffices to prove that the continuity constraint (2.13)
also hold.

Let F P F̊ and T P T be an element containing F . Let tE1, . . . , EN´1, ENu

be any g-orthonormal frame with E1, . . . , EN´1 P XpF q and EN “ ν̂TF , abbrevi-
ated to ν̂ here. Note that E1, . . . , EN´1 depend only on the tangential-tangential
components of g restricted to F (as can be seen e.g. from Gram-Schmidt orthogo-
nalization). Also, in the coordinates of the Ei frame, the matrix representation of
g becomes the identity and E5

j “ Ej .
First consider the case N ą 2. Then by (A.5), the Hodge duals

‹ pE1 ^ EN q “ p´1qN´2E2 ^ ¨ ¨ ¨ ^ EN´1,

‹ pE2 ^ EN q “ p´1qN´1E1 ^ E3 ^ ¨ ¨ ¨ ^ EN´1,

are expressed only in terms of tangential vectors on F . Letting X “ E1, W “ E2,
we then see that

ApX, ν̂, ν̂,W q “ xU, ‹pE1 ^ EN q d ‹pE2 ^ EN qy

depends only on U |F pZ1, . . . , ZN´2, Y1, . . . , YN´2q where Zi, Yi P tE1, . . . , EN´1u

are tangential vectors in XpF q. Hence, by (3.1), ApX, ν̂, ν̂,W q is single-valued on
F . The same reasoning applies for all other choices of X,W P tE1, . . . , EN´1u and
hence for any X,W P XpF q. Thus, we conclude that AF ν̂ν̂F is single-valued on all
interior facets F .

In the N “ 2 case, any X,W P XpF q must be a scalar multiple of E1 and
‹pE1 ^ E2q “ 1, so

ApE1, ν̂, ν̂, E1q “ xU, ‹pE1 ^ EN q d ‹pE1 ^ EN qy “ U,

which is single-valued on interior facets F by (3.1). □

Next, we improve the inclusion of the previous lemma to an equality.

Lemma 3.3. Let g P Reg`
pT q. Then Ãg “ Ag and the mapping Ag : U Ñ Ag is

a bijection.

Proof. First, we prove that Ag is an injection. Let U P U be such that for
X,Y, Z,W P XpT q,

0 “ pAgUqpX,Y, Z,W q “ xU, ‹pX5 ^ Y 5q d ‹pW 5 ^ Z5qy

“ xU, ‹pX5 ^ Y 5q b ‹pW 5 ^ Z5qy.(3.4)

Within each mesh element, use a g-orthonormal basis E1, . . . , EN to expand U
in components UαβE

α d Eα for increasing multi-indices α “ pα1, . . . , αN´2q and
β “ pβ1, . . . , βN´2q, where Eα abbreviates Eα1 ^ ¨ ¨ ¨ ^ EαN´2 . For each α and β,
there are index pairs i, j and k, l and sign selections such that ˘Ei ^Ej ^Eα and
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˘Ek ^ El ^ Eβ equal the volume form ω. Then, using X “ ˘Ei and W “ ˘Ek,
with the selected signs, and Y “ Ej , Z “ El in (3.4),

0“UαβpxEα, ‹pX5^Y 5qyxEβ , ‹pW 5^Z5qy`xEβ , ‹pX5^Y 5qyxEα, ‹pW 5^Z5qyq.

The term in parentheses equals 1 for α ‰ β and equals 2 for α “ β, so Uαβ “ 0.
Repeating the argument for every coefficient of U , we conclude that U “ 0.

It now suffices to prove that the dimensions of Ag and U are equal. The set of
fourth order tensors fulfilling the symmetry conditions (2.12) is NpN ´ 1q

`

NpN ´

1q ` 2
˘

{8 dimensional. The number of constraints in (2.13) at a facet point is
NpN ´ 1q{2 (and the linear independence of the constraints can be verified by
inserting a basis of XpF q). To see that these numbers match those for U in (3.1),

first note that dim
`

ŹN´2
pT qd2

˘

“ NpN ´ 1q
`

NpN ´ 1q ` 2
˘

{8. Next, the number
of linearly independent constraints in (3.1) is also easily seen to be NpN ´ 1q{2 on
facets. Thus, the dimensions of Ag and U coincide and Ag is a bijection. □

Recall that (2.15) generalized the densitized Riemann curvature to a functional

RωĂ pAq acting on A in A. In view of the bijection A, we now consider the corre-
sponding functional on U , defined by

QωĂ pUq :“ RωĂ pAUq.(3.5)

Theorem 3.4. The generalized curvature functional QωĂ pUq can be calculated using
metric-independent test functions U by

QωĂ pUq“
ÿ

TPT

ż

T

xR,AUyωT `4
ÿ

FPF̊

ż

F

xJIIK, pAUq¨ν̂ν̂¨yωF `4
ÿ

EPE̊

ż

E

ΘE pAUqµ̂ν̂ν̂µ̂ ωE

for all U P Ů.

Proof. Apply Lemma 3.3. □

Remark 3.5 (Alternative representation of A). Extend the Hodge star to the sym-

metric product of k-forms, denote it by ‹d2 :
Źk

pT qd2 Ñ
ŹN´k

pT qd2, and define
it by

‹d2pud vq “ p‹uq d p‹vq, u, v P
Źk

pT q.

We claim that an alternative representation of A : U Ñ A in (3.2) is

(3.6) A “ ´ ‹d2 .

Indeed, given U P U, (3.2) can be rewritten as

pAUqpX,Y, Z,W q “ xU, ‹pX5 ^ Y 5q d ‹pW 5 ^ Z5qy

“
1

4
x‹d2U, pX5 ^ Y 5q d pW 5 ^ Z5qy

“ x‹d2U,X5 b Y 5 bW 5 b Z5y “ ´p‹d2UqpX,Y, Z,W q,

where we have used (A.11) and (A.2).

Remark 3.6 (The Uhlenbeck trick). Our technique of putting the metric-dependent
test function space A in isomorphism with the fixed, metric-independent space U

may be viewed as a variant of a well-known idea of Karen Uhlenbeck: cf. [24] or
[40, Section 9.4].
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Remark 3.7 (Finite elements for U). In 2D, (2.15) reduces to (2.19), and the test
space U can be discretized by Lagrange finite elements. In three spatial dimensions
U consists of Regge functions, which are tt-continuous, and can be discretized using
Regge finite elements. The specialization of (2.15) in 3D is presented and discussed
in §6.2.

Remark 3.8 (Curvature operator). Often, the smooth Riemann curvature tensor
R is identified with an operator acting on bivectors (see e.g., [33, Section 3.1.2])
due to the symmetries of R. In our context, we can similarly define, within each
element T a curvature operator acting on 2-forms by setting its quadratic form,
Q :

Ź2
pT q ˆ

Ź2
pT q Ñ R by

QpX5 ^ Y 5,W 5 ^ Z5q :“ RpX,Y, Z,W q, for all X,Y, Z,W P XpT q.(3.7)

Clearly, Q is a symmetric bilinear form in its two arguments, and generates a
selfadjoint curvature operator. Next, define

(3.8) Q “ A´1R.

Then, due to (3.2), the equation AQ “ R can be written as

xQ, ‹pX5 ^ Y 5q d ‹pW 5 ^ Z5qy “ RpX,Y, Z,W q

for all X,Y, Z,W P XpT q. Comparing with (3.7), we see that Q and Q are related
by

QpX5 ^ Y 5,W 5 ^ Z5q “ xQ, ‹pX5 ^ Y 5q d ‹pW 5 ^ Z5qy “ RpX,Y, Z,W q.

Thus Q,Q, and R all contain the same information. A generalized densitized version

of Q is the functional QωĂ of Theorem 3.4. In §6.2, we will revisit the curvature
operator in 3D.

We conclude this subsection by giving coordinate formulas for the map A and its
inverse, anticipating its utility in computations. Let ε̂i1...iN “ εi1...iN {

?
det g, with

εi1...iN “ εi1...iN denoting the standard permutation symbol, whose value is 1, ´1,
or 0, when pi1, . . . , iN q is an even, odd, or not a permutation of p1, . . . , Nq, respec-
tively. In lowered indices it reads ε̂i1...iN “

?
det g εi1...iN . Let α “ pα1, . . . , αN´2q

and β “ pβ1, . . . , βN´2q denote multi-indices of integers αm, βm P t1, . . . , Nu. Let
gαβ “ gα1β1 . . . gαN´2βN´2 . Mixing integer indices p, q and multiindex α, we write
ε̂pqα for ε̂p,q,α1...αN´2 (and similarly εpqα). Given U P U, and a coordinate frame
tBiu

N
i“1, we wish to relate the coefficients

Uαβ ” Uα1,...,αN´2,β1,...,βN´2
:“ UpBα1

, . . . , BαN´2
, Bβ1

, . . . , BβN´2
q,

with Aijkl “ ApBi, Bj , Bk, Blq when A “ AU . We extend the summation convention
to multi-indices α and β (so a sum over all components αm and βm is implied in
the formula (3.9) below).

Proposition 3.9. For any U P U, using the above-mentioned coordinate notation,

rAU sijkl “
´1

rpN ´ 2q!s2
ε̂pqα ε̂rsβ Uαβ gpigqjgrkgsl,

rAU sijkl “
´1

rpN ´ 2q!s2
ε̂ijα ε̂klβ Uαβ .

(3.9)
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Proof. By the definition of A in (3.2), rAU sijkl “ xU, ‹pB5
i ^ B5

jq d ‹pB5
l ^ B5

kqy. Not-
ing that (A.7) implies

‹pB5
i ^ B5

jq “

?
det g

pN ´ 2q!
εij β dx

β1 ^ ¨ ¨ ¨ ^ dxβN´2 ,

we obtain, using (A.9),

rAU sijkl “
det g

rpN ´ 2q!s2
Uαβg

αγgβµεij αεlk µ.

Now simplifying using εij αg
αγ “ gpigqjεrs αg

rpgsqgαγ “ gpigqjε
pq α detpg´1q, we

obtain the first expression in (3.9). The second follows by the direct computation
of rAU sijkl “ gipgjqgkrglsrAU spqrs. □

Proposition 3.10. The inverse A´1 : A Ñ U has the explicit form

pA´1AqpX1, . . . , XN´2, Y1, . . . , YN´2q

“ ´
1

4
xA, ‹pX5

1 ^ ¨ ¨ ¨ ^X5
N´2q d ‹pY 5

1 ^ ¨ ¨ ¨ ^ Y 5
N´2qy,

(3.10)

for any A P A, and has the representation A´1 “ ´‹d2. In coordinates, for multi-
indices α “ pα1, . . . , αN´2q and β “ pβ1, . . . , βN´2q,

pA´1Aqαβ “ ´
1

4
ε̂α ij ε̂β klA

ijkl.(3.11)

Proof. To show that (3.10) is indeed the inverse we prove that A´1A “ id. First,
we prove the representation A´1 “ ´‹d2 of (3.10). By (A.11),

pA´1AqpX1, . . . , XN´2, Y1, . . . , YN´2q

“ ´
1

4
xA, ‹pX5

1 ^ ¨ ¨ ¨ ^X5
N´2q d ‹pY 5

1 ^ ¨ ¨ ¨ ^ Y 5
N´2qy

“ ´
1

ppN ´ 2q!q2
x‹d2A,X5

1 ^ ¨ ¨ ¨ ^X5
N´2 d Y 5

1 ^ ¨ ¨ ¨ ^ Y 5
N´2y

“ ´x‹d2A,X5
1 b ¨ ¨ ¨ bX5

N´2 b Y 5
1 b ¨ ¨ ¨ b Y 5

N´2y

“ ´p‹d2AqpX1, . . . , XN´2, Y1, . . . , YN´2q.

Then, we have for all U P U with (3.6) (and that ‹ ˝ ‹ “ ˘1)

A´1pAUq “ ‹d2p‹d2Uq “ U.

Coordinate expression (3.11) can be derived analogously to (3.9). □

3.2. Evolution of test functions. In the remainder of this section, we consider
a family of metrics gptq P C1pR, S`q parameterized by time t and examine how
relevant quantities change as gptq changes with time t. Let 9gptq “ pdgij{dtqdxibdxj

be in a t-independent coordinate coframe dxi. The specific task for this subsection
is an investigation of how the test function A P A changes as the metric g evolves.
Here, we rely on definition (3.3) and mapping (3.2).

To this end, we need some preliminaries. Let Xi P XpT q be time-independent
vector fields and let σ P T2

0pT q. Let Lσ : XpT q Ñ XpT q be the endomorphism
defined by

(3.12) gpLσX1, X2q “ σpX1, X2q.
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By trace of σ we mean the usual trace of the linear operator Lσ,

(3.13) trpσq :“ trpLσq “ gijσij .

It is easy to prove (e.g., using the Jacobi formula for determinant derivative) that
the derivative of the time-dependent Riemannian volume form ω ” ωgptq is given
by

(3.14)
d

dt
ωgptqpX1, . . . , XN q “

1

2
trp 9gqωgptqpX1, . . . , XN q,

where the trp 9gq is calculated as in (3.13). Given any A P Tk
0 pT q, define L

pℓq
σ A P

Tk
0 pTq, for any ℓ “ 1, . . . , k, by

pLpℓq
σ AqpX1, . . . , Xkq :“ ApX1, . . . , Xℓ´1, LσXℓ, Xℓ`1, . . . , Xkq.(3.15)

When σ is symmetric, it is easy to verify that

xLpℓq
σ A,By “ xA,Lpℓq

σ By, A,B P Tk
0 pT q,(3.16)

xLpℓq
σ A,By “ xLp1q

σ A,By, A,B P A, ℓ “ 1, . . . , 4.(3.17)

Define 9A P Tk
0 pT q by

9ApY1, . . . , Ykq “
d

dt
ApY1, . . . , Ykq ´

k
ÿ

i“1

A

ˆ

Y1, . . . ,
dYi
dt

, . . . , Yk

̇

for possibly time-dependent vector fields Yi P XpT q. When Yi are time-independent,
the last sum vanishes. In components of the time-independent coordinate frame
tB1, . . . , BNu, this means that the components of 9A are obtained by differentiating

the components of A, i.e., 9Ai1,...,ik “ dAi1,...,ik{dt. Using this notation, we have the
following lemma.

Lemma 3.11. For any A,B P Tk
0 pT q,

d

dt
xA,By “ x 9A,By ` xA, 9By ´

k
ÿ

ℓ“1

xL
pℓq

9g A,By.

Proof. Since 9gij “ ´gik 9gkl g
lj , by the product rule on (A.9),

d

dt
xA,By “

d

dt
pAi1...ikg

i1j1 . . . gikjkBj1...jkq

“ x 9A,By ` xA, 9By ´

k
ÿ

ℓ“1

Ai1...ik g
i1j1 ¨ ¨ ¨ pgiℓk 9gklg

ljℓq ¨ ¨ ¨ gikjk Bj1...jk

and the ℓth summand in the last sum is easily seen to equal xL
pℓq

9g A,By. □

Lemma 3.12. Let ω P TN
0 pT q be the volume form. Then for symmetric 2-tensors

σ P SpT q,

N
ÿ

i“1

Lpiq
σ ω “ trpσqω.(3.18)

Proof. Let Xi P XpT q, and Ei P XpT q be an oriented g-orthonormal frame. Fur-
ther, let bi P RN denote the column vector whose jth component equals gpXj , Eiq,
and L be the matrix whose pi, jqth entry is σpEi, Ejq. Then, by (3.12), the jth
component of Lbi equals gpLσXj , Eiq and the trace of the matrix L equals trpσq.
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Combined with the fact that ωpX1, . . . , XN q “ detrb1, . . . , bN s, we see that (3.18)
is the same as

(3.19)
N
ÿ

i“1

detrb1, . . . , L bi, . . . , bN s “ trpLq detrb1, . . . , bN s.

The identity (3.19) actually holds for arbitrary matrices L P RNˆN and vectors
bi P RN and can be readily verified as follows. Both sides of (3.19) are alternating
and linear in bi, so they are N -forms, and can only differ by a scalar factor. That
the scalar factor, in this occasion, is trpLq, can be seen by substituting the standard
Euclidean unit basis vectors for bi. □

Lemma 3.13. For time-independent vector fields X,Y, Z,W P XpT q and A P A,
the time-derivative of ApX,Y, Z,W q is given by

9ApX,Y, Z,W q “ ApL 9gX,Y, Z,W q `ApX,L 9gY,Z,W q

`ApX,Y, L 9gZ,W q `ApX,Y, Z, L 9gW q ´ trp 9gqApX,Y, Z,W q.

Proof. By Lemma 3.3, there exists a time-independent U P U such that A “ AgU ,

which by (3.2) is the same as ApX,Y, Z,W q “ xU, V y with V “ ‹pX5 ^ Y 5q d

‹pW 5 ^ Z5q. Since 9U “ 0, by Lemma 3.11,

9ApX,Y, Z,W q “ xU, 9V y ´

2pN´2q
ÿ

i“1

xL
piq
9g U, V y.

We compute 9V using

d

dt

`

‹ pX5 ^ Y 5q
˘

“
d

dt
ωpX,Y, . . . q by (A.8),

“
1

2
trp 9gq ‹ pX5 ^ Y 5q by (3.14).

Then

9ApX,Y, Z,W q “ trp 9gq xU, V y ´

2pN´2q
ÿ

i“1

xU,L
piq
9g V y.(3.20)

By Lemma 3.12 and (A.8),

2 trp 9gqV “ ‹ppL 9gXq5 ^ Y 5q d ‹pW 5 ^ Z5q ` ‹pX5 ^ pL 9gY q5q d ‹pW 5 ^ Z5q

` ‹pX5 ^ Y 5q d ‹ppL 9gW q5 ^ Z5q ` ‹pX5 ^ Y 5q d ‹pW 5 ^ pL 9gZq5q `

2pN´2q
ÿ

i“1

L
piq
9g V.

Taking the inner product with U on both sides and adding to (3.20), we obtain the
result. □

3.3. Evolution of Riemann curvature tensor. We proceed to study how each
term in our formula for the generalization of Riemann curvature (2.15) evolves in
time with gptq. This subsection focuses on the integrand over T in (2.15) and gives
its time derivative (in Lemma 3.15).

Given a k-permutation π P Sk, let pSπAqpX1, . . . , Xkq “ ApXπp1q, . . . , Xπpkqq for

all Xi P XpT q and A P Tk
0 pT q. A transposition pi, jq thus generates Spi,jq which
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swaps the ith and jth input arguments of a tensor. The transposition Sp2,3q on
4-tensors is of particular interest to us: we abbreviate it to S, i.e.,

(3.21) pSAqpX,Y, Z,W q “ ApX,Z, Y,W q,

for any X,Y, Z,W P XpT q and A P T4
0pT q, or, in coordinates, Spqrs

ijkl “ δpi δ
r
j δ

q
kδ

s
l so

that Spqrs
ijkl Apqrs “ Aikjl. It is easy to see that Spi,jq is self-adjoint,

(3.22) xSpi,jqA,By “ xA,Spi,jqBy

for all A,B P T4
0pT q. The operation of skew-symmetrizing a tensor A with respect

to its ith and jth arguments is Pij “ 1
2 pI ´ Spi,jqq. Of particular interest to us

is P “ P13 ˝ P24 : T4
0pT q Ñ T4

0pT q, which skew-symmetrizes with respect to
arguments 2, 4 followed by 1, 3. Expanding P in terms of Spi,jq,

(3.23) P “
1

4

`

I ´ Sp1,3q ´ Sp2,4q ` Sp1,3q ˝ Sp2,4q

¯

.

Disjoint transpositions commute, so Sp1,3q˝Sp2,4q “ Sp2,4q˝Sp1,3q. This fact, together
with (3.22), immediately implies that P is a self-adjoint projection,

(3.24) xPA,By “ xA,PBy, P 2 “ P.

Note that for any covariant 4-tensor A, combining (3.21) and (3.23),

(3.25)

pSPAqpX,Y, Z,W q “ pPAqpX,Z, Y,W q

“
1

4

”

ApX,Z, Y,W q ´ApY,Z,X,W q `ApY,W,X,Zq ´ApX,W, Y, Zq

ı

.

Also note that by the symmetries of the test space A,

(3.26) pPSAqpX,Y, Z,W q “ pSAqpX,Y, Z,W q, for any A P A.

Using these operators, as well as the second order covariant derivative (see (A.1)),
we obtain the following characterization of the derivative of R.

Lemma 3.14. The action of the time-derivative of the Riemann curvature tensor
(2.6) on time-independent vector fields X,Y, Z,W P XpT q, for any T P T , is given
by

9RpX,Y, Z,W q“2pSP∇2 9gqpX,Y, Z,W q `
1

2

”

RpX,Y, Z, L 9gW q ` RpX,Y, L 9gZ,W q

ı

.

Proof. By [40, Proposition 2.3.5] (accounting for the different sign convention of
the curvature endomorphism used there),

9RpX,Y, Z,W q “
1

2

„

p∇2
X,Z 9gqpY,W q ´ p∇2

X,W 9gqpY, Zq ` 9gpRX,Y Z,W q

` p∇2
Y,W 9gqpX,Zq ´ p∇2

Y,Z 9gqpX,W q ´ 9gpRX,YW,Zq

ȷ

.

(3.12) and (2.6) imply 9gpRX,Y Z,W q “ gpRX,Y Z,L 9gW q “ RpX,Y, Z, L 9gW q. Hence
the result follows from (3.25). □

Lemma 3.15. Let A P Å, T P T . Then

d

dt

´

xR, AyωT

¯

“

ˆ

2x∇2 9g, SAy ` xL
p1q

9g R, Ay ´
trp 9gq

2
xR, Ay

̇

ωT .
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Proof. By Lemma 3.14 and (3.14),

d

dt

´

xR, AyωT

¯

“
`

x 9R, Ay ` xR, 9Ay ´

4
ÿ

ℓ“1

xL
pℓq

9g R, Ay `
1

2
x trp 9gqR, Ay

˘

ωT .

The first two terms admit the following identities:

xR, 9Ay “

4
ÿ

ℓ“1

xL
pℓq

9g R, Ay ´ x trp 9gqR, Ay, by Lemma 3.13 and (3.16),

x 9R, Ay “ 2xSP∇2 9g,Ay `
1

2

4
ÿ

ℓ“3

xL
pℓq

9g R, Ay, by Lemma 3.14,

“ 2x∇2 9g, SAy ` xL
p1q

9g R, Ay, by (3.22), (3.24), (3.26), and (3.17).

Using them and simplifying, we obtain the result. □

3.4. Evolution of second fundamental form. Next, we consider the codimen-
sion 1 boundary term in (2.15) and compute its time derivative (in Lemma 3.18).
Let us begin by recalling that the time derivative of the Levi-Civita connection can
be computed by differentiating the terms in the Koszul formula: specifically, by [40,
Proposition 2.3.1],

(3.27) g

ˆ

d

dt
p∇YXq, Z

̇

“
1

2

“

p∇X 9gqpY, Zq ` p∇Y 9gqpX,Zq ´ p∇Z 9gqpX,Y q
‰

for any time-independent vector fields X,Y, Z P XpT q. Since both sides are linear
in Z, (3.27) also holds for time-dependent Z ” Zptq P XpT q by expanding Zptq in a
time-independent frame such as Bi. The next auxiliary result we need is as follows
(cf. [21, Lemma 2.5]).

Lemma 3.16. Let F P F , Xptq P XpT q be a possibly time-dependent vector field,
and let ν̂ denote a g-normal vector on F . Then, abbreviating 9gpν̂, ν̂q to 9gν̂ν̂ ,

dν̂

dt
“

1

2
9gν̂ν̂ ν̂ ´ L 9g ν̂,(3.28)

d

dt
gpν̂, Xq “

1

2
9gν̂ν̂gpν̂, Xq ` gpν̂, 9Xq.(3.29)

Proof. Let tτ̂ iu
N´1
i“1 denote a gptq-orthonormal basis of the tangent space at a point

in F . Since the tangent space XpF q depends only on the triangulation T (and is
independent of t), the difference quotients pτ̂ ipt2q ´ τ̂ ipt1qq{pt2 ´ t1q are in XpF q at

different times t1, t2, so 9̂τi “ dτ̂ i{dt P XpF q and gpν̂, 9̂τiq “ 0. Hence, by the product
rule,

0 “
d

dt
gpν̂, τ̂ iq “ 9gpν̂, τ̂ iq ` gp 9̂ν, τ̂ iq.

Since gpν̂, ν̂q “ 1 for all t, we also have

0 “
d

dt
gpν̂, ν̂q “ 9gpν̂, ν̂q ` 2gp 9̂ν, ν̂q.
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After differentiating the expansion of 9̂ν in the basis tτ̂1, . . . , τ̂N´1, ν̂u these identities
imply,

dν̂

dt
“ gp 9̂ν, ν̂qν̂ `

N´1
ÿ

i“1

gp 9̂ν, τ̂ iqτ̂ i “ ´
1

2
9gpν̂, ν̂qν̂ ´

N´1
ÿ

i“1

9gpν̂, τ̂ iqτ̂ i “
1

2
9gpν̂, ν̂qν̂ ´ L 9g ν̂,

where we have used (3.12) in the last step. This proves (3.28). Using it, (3.29)
readily follows by applying the product rule and simplifying. □

Let T P T and F P △´1T be a facet of T . Recall that per the notation in (2.3),
for facet tangent vectors X,Y, Z P XpF q,

p∇σqF ν̂F pX,Y q :“ p∇σqpX, ν̂, Y q, p∇σqν̂FF pX,Y q :“ p∇σqpν̂, X, Y q,(3.30a)

p∇σqF pX,Y, Zq :“ p∇σqpX,Y, Zq, σF pX,Y q :“ σpX,Y q.(3.30b)

We also use the interior product ⌟ (see (A.15)) and a triple product notation

τ : σ : η “ τijσ
jkη i

k for τ, σ, η P T2
0pT q(3.31)

with the usual metric-based index raising. The following lemma is needed for the
main result (Theorem 3.20) of this section.

Lemma 3.17. Let T P T , F P △´1T be a facet of T , A P A, and σ P T2
0pT q. Then

x∇pν̂⌟σq, AF ν̂ν̂F y “ xp∇σqF ν̂F , AF ν̂ν̂F y ´ IIν̂ : σF : AF ν̂ν̂F .

Proof. Let X,Y P XpF q. It is easy to see that gp∇X ν̂, ν̂q “ 0. Hence we may

expand ∇X ν̂ in a tangential g-orthonormal frame tτ̂ iu
N´1
i“1 of XpF q as ∇X ν̂ “

řN´1
i“1 gp∇X ν̂, τ̂ iqτ̂ i. Using it,

p∇σqF ν̂F pX,Y q “ p∇Xσqpν̂, Y q “ ∇Xpσpν̂, Y qq ´ σpν̂,∇XY q ´ σp∇X ν̂, Y q

“ ∇Xpσpν̂, Y qq ´ σpν̂,∇XY q ´

N´1
ÿ

i“1

gp∇X ν̂, τ̂ iqσpτ̂ i, Y q

“ p∇Xpν̂⌟σqqpY q `

N´1
ÿ

i“1

IIν̂pX, τ̂ iqσpτ̂ i, Y q.

Hence

xp∇σqF ν̂F , AF ν̂ν̂F y “ x∇pν̂⌟σq, AF ν̂ν̂F y `

N´1
ÿ

i,j,k“1

IIν̂pτ̂ i, τ̂kqσpτ̂k, τ̂ jqApτ̂ i, ν̂, ν̂, τ̂ jq

and the lemma follows since

(3.32) Apτ̂ i, ν̂, ν̂, τ̂ jq “ Apτ̂ j , ν̂, ν̂, τ̂ iq

by the symmetries of A in (2.12). □

Lemma 3.18. Let T P T and F P △´1T be a facet of T . Then, for any A P Å

d

dt

´

xIIν̂ , AF ν̂ν̂F yωF

¯

“
1

2

@

p 9gν̂ν̂ ´ tr 9gF qIIν̂ ` 2p∇ 9gqF ν̂F ´ p∇ 9gqν̂FF , AF ν̂ν̂F

D

ωF .

Proof. Since Lemma 3.11 gives

d

dt
xIIν̂ , AF ν̂ν̂F y “ x 9IIν̂ , AF ν̂ν̂F y ` xIIν̂ ,

d

dt
AF ν̂ν̂F y ´

2
ÿ

ℓ“1

xL
pℓq

9g IIν̂ , AF ν̂ν̂F y,(3.33)
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we proceed to compute and simplify the first two terms on the right. Let X,Y P

XpF q be time-independent vector fields. To compute the time derivative of the
second fundamental form, we start by differentiating (2.7)

d

dt
IIν̂pX,Y q “

d

dt
gpν̂,∇XY q “

1

2
9gν̂ν̂gpν̂,∇XY q ` g

ˆ

ν̂,
d

dt
∇XY

̇

“
1

2
9gν̂ν̂II

ν̂
pX,Y q `

1

2

”

p∇X 9gqpν̂, Y q ` p∇Y 9gqpν̂, Xq ´ p∇ν̂ 9gqpX,Y q

ı

,

where we used (3.29) of Lemma 3.16 followed by (3.27). Noting that AF ν̂ν̂F pX,Y q

and p∇X 9gqpν̂, Y q ` p∇Y 9gqpν̂, Xq “ p∇ 9gqF ν̂F pX,Y q ` p∇ 9gqF ν̂F pY,Xq are both sym-
metric in X,Y , we obtain

A

9IIν̂ , AF ν̂ν̂F

E

“
1

2
9gν̂ν̂xIIν̂ , AF ν̂ν̂F y ` xp∇ 9gqF ν̂F ´

1

2
p∇ 9gqν̂FF , AF ν̂ν̂F y.(3.34)

Next, note that for any time-independent X,Y P XpF q,

d

dt
AF ν̂ν̂F pX,Y q “ 9AF ν̂ν̂F pX,Y q `ApX, 9̂ν, ν̂, Y q `ApX, ν̂, 9̂ν, Y q

“ 9AF ν̂ν̂F pX,Y q ` 9gν̂ν̂AF ν̂ν̂F pX,Y q ´ApX,L 9g ν̂, ν̂, Y q ´ApX, ν̂, L 9g ν̂, Y q

“ p 9gν̂ν̂ ´ tr 9gqAF ν̂ν̂F pX,Y q `ApL 9gX, ν̂, ν̂, Y q `ApX, ν̂, ν̂, L 9gY q,

where the second and third equalities followed from Lemmas 3.16 and 3.13, respec-
tively. Hence,

A

IIν̂ ,
d

dt
AF ν̂ν̂F

E

“ xIIν̂ , p 9gν̂ν̂ ´ tr 9gqAF ν̂ν̂F ` 2L
p1q

9g AF ν̂ν̂F y,

using the symmetry of IIν̂ and (3.17).
Finally, we return to (3.33) and use the above identity, together with (3.34) and

(3.16), to obtain

d

dt
xIIν̂ , AF ν̂ν̂F y “

1

2
9gν̂ν̂xIIν̂ , AF ν̂ν̂F y ` xp∇ 9gqF ν̂F ´

1

2
p∇ 9gqν̂FF , AF ν̂ν̂F y

` xIIν̂ , p 9gν̂ν̂ ´ tr 9gqAF ν̂ν̂F y.

Since 9gν̂ν̂ ´ tr 9g “ ´ trp 9gF q, the lemma now follows from the facet version of (3.14),
namely 9ωF “ 1

2 trp 9gF qωF . □

3.5. Evolution of angle deficit. Finally, we consider the time evolution of the last

term (of codimension 2) of (2.15). Given E P E̊ , let FE “ tF P F : E P △´1F u

denote the collection of facets sharing E. Each F P FE is shared by two mesh
elements T˘ P T . Recall that the previously defined g-conormal µ̂F

E and g-normals

ν̂
T˘

F (see Subsections 2.3–2.4 and Figure 1), are such that ν̂
T˘

F points inward from

F with respect to T˘ and µ̂F
E points outward from E into F . Using them, and

letting σ˘ “ σ|T˘
, we define, for any σ P T2

0pT q, a jump-like function on E by

(3.35) Jσµ̂ν̂K
E
F “ σ`pν̂

T`

F , µ̂F
Eq ` σ´pν̂

T´

F , µ̂F
Eq.

Also let σE denote σ restricted to act on tangential vector fields of E, i.e., for all
X,Y P XpEq, σEpX,Y q “ σpX,Y q.

Lemma 3.19. There holds for each E P E̊ and A P Å

d

dt

`

ΘEAµ̂ν̂ν̂µ̂ ωE

˘

“ ´
1

2

˜

ÿ

FPFE

J 9gν̂µ̂KEF ` trp 9gEqΘE

¸

Aµ̂ν̂ν̂µ̂ ωE .
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Proof. Denote by tτ̂ ju
N´2
j“1 the g-orthonormal frame of XpEq. As in the proof of

Lemma 3.16, the time derivatives of τ̂ j and µ̂ lie in their respective tangent spaces,

i.e., 9̂τi P XpEq, 9̂µ P XpF q, and the identities

0 “
d

dt
gpµ̂, τ̂ iq “ 9gpµ̂, τ̂ iq ` gp 9̂µ, τ̂ iq,

0 “
d

dt
gpµ̂, µ̂q “ 9gpµ̂, µ̂q ` 2gp 9̂µ, µ̂q,

0 “
d

dt
gpµ̂, ν̂q “ 9gpµ̂, ν̂q ` gpµ̂, 9̂νq,

imply that

9̂µ “
1

2
9gpµ̂, µ̂qµ̂´ L 9gµ̂.

Hence, by Lemma 3.13, Lemma 3.16, and the symmetries (2.12) of A,

d

dt
Aµ̂ν̂ν̂µ̂ “ 9Aµ̂ν̂ν̂µ̂ ` 2Ap 9̂µ, ν̂, ν̂, µ̂q ` 2Apµ̂, 9̂ν, ν̂, µ̂q

“ ´ trp 9gqAµ̂ν̂ν̂µ̂ ` 2ApL 9gµ̂, ν̂, ν̂, µ̂q ` 2Apµ̂, L 9g ν̂, ν̂, µ̂q

`Ap 9gpµ̂, µ̂qµ̂´ 2L 9gµ̂, ν̂, ν̂, µ̂q `Apµ̂, 9gpν̂, ν̂qν̂ ´ 2L 9g ν̂, ν̂, µ̂q

“
`

9gpν̂, ν̂q ` 9gpµ̂, µ̂q ´ trp 9gq
˘

Aµ̂ν̂ν̂µ̂ “ ´ trp 9gEqAµ̂ν̂ν̂µ̂.

Next recall that [21, Lemma 3.2] for the variation of the angle deficit (noting that
in [21] the normal points outward leading to a different sign) gives

d

dt
ΘE “ ´

1

2

ÿ

FPFE

J 9gν̂µ̂KEF .

We also have the analogue of (3.14) for E, namely 9ωE “ 1
2 trp 9gEqωE . Using each

of these identities, the lemma follows after applying the Leibniz rule to differentiate
ΘEAµ̂ν̂ν̂µ̂ωE . □

Putting the lemmas together, we obtain the main result of this section, Theo-
rem 3.20, below. There, the time derivative of the previously defined generalized
densitized Riemann curvature is expressed in terms of two forms apg;σ, Uq and
bpg;σ, Uq, both linear in σ “ 9g and the metric-independent test function U , but
nonlinear in the metric g. Note that apg;σ, Uq does not contain any spatial deriva-
tives nor jumps of σ, but bpg;σ, Uq does.

Theorem 3.20. Let σ “ 9gptq, U P Ů and A “ AU P Å. Then

d

dt
QωĂ pUq “ apg;σ, Uq ` bpg;σ, Uq,(3.36)
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where with SF pρq “ ρF ´ trpρF qgF for all ρ P SpT q

apg;σ, Uq :“
ÿ

TPT

ż

T

´

xLp1q
σ R, Ay ´

1

2
trpσq xR, Ay

¯

ωT

` 2
ÿ

FPF̊

ż

F

JIIK : SF pσq : AF ν̂ν̂F ωF

´ 2
ÿ

EPE̊

ż

E

trpσEqΘEAµ̂ν̂ν̂µ̂ ωE ,(3.37)

bpg;σ, Uq :“ 2
ÿ

TPT

ż

T

x∇2σ, SAy ωT

` 2
ÿ

FPF̊

ż

F

xJσν̂ν̂II ` p∇σqF ν̂F ` ∇pν̂⌟σq ´ p∇σqν̂FF K, AF ν̂ν̂F yωF

´ 2
ÿ

EPE̊

ż

E

ÿ

FPFE

Jσµ̂ν̂KEF Aµ̂ν̂ν̂µ̂ ωE .(3.38)

Proof. We differentiate each term of the identity of Theorem 3.4 and apply Lem-
mas 3.15, 3.18, and 3.19 for the terms on the right of codimension 0, 1, and 2,
respectively. Then we apply Lemma 3.17 to rewrite the codimension 1 terms.
Next, we set σ “ 9gptq. Collecting all terms with spatial derivatives of σ and jumps
of σ, we see that their sum equals b, while the remainder equals a. □

At this point, the grouping of terms into ap. . . q and bp. . . q may appear ad hoc.
But, as we will show in the next section, the form bp. . . q in (3.38) contains (up
to a factor ´2) a distributional version of a generalized covariant incompatibility
operator of σ (see Theorem 4.1). In our numerical analysis of §5 we will estimate
apg; ¨, ¨q and bpg; ¨, ¨q independently. In two dimensions, ap. . . q vanishes, as is shown
in §6.1.

4. Distributional incompatibility operator and its adjoint

The incompatibility operator acting on a 2-tensor σ is well studied in two and
three dimensional Euclidean domains. Motivated by the fact that in two dimensions
it arises from the linearization of Gauss curvature, we propose a generalization of
the incompatibility operator (in (4.4) below) to higher dimensions by examining the
linearization of the Riemann curvature tensor. Taking this further (in Theorem 4.1
and Definition 4.5) we define a distributional generalization of incompatibility when
σ is not smooth and belongs only to RegpT q. Finally, defining an adjoint of this gen-
eralized incompatibility operator (in Definition 4.6), the key result (Theorem 4.7)
of this section is presented.

To define the generalized incompatibility of a smooth σ, first recall that the
result of applying the projector P in (3.23) on any covariant 4-tensor A is

pPAqpX,Y, Z,W q “
1

4

”

ApX,Y, Z,W q ´ApZ, Y,X,W q

`ApZ,W,X, Y q ´ApX,W,Z, Y q

ı

.
(4.1)

Since P “ P13 ˝ P24 “ P24 ˝ P13, the result B “ PA after an application of P is
skew symmetric in its first and third arguments as well as its second and fourth
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arguments. It is also immediate from (4.1) that BpX,Y, Z,W q “ BpY,X,W,Zq,
i.e., B “ PA satisfies

BpX,Y, Z,W q “ ´BpZ, Y,X,W q “ ´BpX,W,Z, Y q “ BpY,X,W,Zq.(4.2)

The same symmetries can also be obtained from A using the operator S in (3.21).
Namely, letting

B “ tSA : A P Au, B̊ “ tSA : A P Åu,

we see that any B P B satisfies (4.2). Note that tensors in B also have the additional
continuity condition (2.13), i.e.,

BF ν̂ν̂F “ B¨ν̂ν̂¨(4.3)

is single-valued on interior facets F P F̊ . (Note that the equality (4.3) follows from
the skew symmetry (4.2) of B.) Let us denote by DA and DB the subspaces of
A X T4

0pΩq and B X T4
0pΩq consisting of (globally smooth) compactly supported

tensor fields.
From Lemma 3.14, we know that the linearization of the Riemann curvature

tensor has a scalar multiple of SP∇2σ with σ “ 9g when g is smooth. We relate
incompatibility to this linearization, motivated by the known relationship between
incompatibility and curvature linearization in two dimensions [23]. Namely, we
define the covariant incompatibility of a smooth symmetric σ P SpΩq, when g is a
globally smooth metric on Ω, by

(4.4) Incσ :“ ´SP∇2σ.

Then, for any A P A, letting B “ SA, the 4-tensor Incσ satisfies

(4.5) xIncσ,Ay “ ´xSP∇2σ,Ay “ ´x∇2σ, SAy “ ´x∇2σ,By

since, at each point on the manifold, B “ SA is in the range of P , and S is
selfadjoint. Integrating (4.5) using the volume form ω of the smooth metric, we
find that

(4.6)

ż

Ω

xIncσ,Φyω “ ´

ż

Ω

xσ, divdivSΦyω, Φ P DA.

Here we have used integration by parts (see (A.16)) twice, recalling that Φ has
compact support.

Next, suppose σ P RegpT q. Then ∇2σ is, in general, not definable as a classical
derivative, and definition (4.4) needs extension. For this, we first define a linear

functional ∇2σĆ on DB by

(4.7) ∇2σĆ

pΨq :“

ż

Ω

xσ, divdivΨyω, Ψ P DB, σ P RegpT q.

This generalizes the second covariant derivative’s action on smooth tensors possess-
ing the symmetries of B. Using it, we extend Incσ, taking motivation from (4.5),

as a linear functional IncσĆ acting on DA, as follows:

(4.8) IncσĆ pΦq :“ ´∇2σĆ

pSΦq “

ż

Ω

xσ, divdivSΦyω, Φ P DA, σ P RegpT q.

By (4.6), we see that this is indeed an extension of the smooth case (4.5). The next
result characterizes this generalized incompatibility in terms of integrals over mesh
components, including the smooth incompatibility computed element by element.
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Theorem 4.1. Let σ P RegpT q, Φ P DA, and let g P S`pΩq be a smooth metric
tensor. Then,

IncσĆ pΦq “
ÿ

TPT

ˆ
ż

T

xIncσ,ΦyωT

´

ż

BT

xσν̂ν̂II
ν̂

` p∇σqF ν̂F ` ∇pν̂⌟σq ´ p∇σqν̂FF ,ΦF ν̂ν̂F yωBT

̇

´
ÿ

EPE̊

ÿ

FPFE

ż

E

Jσµ̂ν̂KEFΦµ̂ν̂ν̂µ̂ ωE ,(4.9)

where, in the integrals over BT , the g-normal ν̂ points into the element T , and
we have used the notation in (3.30) and (3.35). Hence, for any smooth compactly

supported U in Ů, letting Φ “ AU P DÅ, the form bp. . . q in (3.38) satisfies

(4.10) bpg;σ, Uq “ ´2 IncσĆ pΦq.

We proceed to prove (4.9) of Theorem 4.1 using the next two lemmas. Iden-
tity (4.10) immediately follows from (4.9), but is stated to connect to the devel-
opments in the previous section by showing the relationship between the bp. . . q in
Theorem 3.20 and the just-defined distributional incompatibility operator of (4.8).

Lemma 4.2. In the setting of Theorem 4.1, letting Ψ “ SΦ P DB,

∇2σĆ

pΨq “
ÿ

TPT

ˆ

´

ż

T

x∇σ, divΨyωT

`

ż

BT

´

xσν̂ν̂II
ν̂

` ∇pν̂⌟σq, ΨF ν̂ν̂F y ´ xIIν̂ b ν̂5
b σν̂F ,Ψy

¯

ωBT

̇

`
ÿ

FPF̊

ż

BF

xJσν̂F K, Ψµ̂ν̂ν̂F yωBF ,(4.11)

where, in the last term, the g-conormal vector µ̂ on BF points into the facet F .

Proof. Starting from (4.7) and integrating by parts elementwise using (A.16),

∇2σĆ

pΨq “
ÿ

TPT

ż

T

xσ, divdivΨyωT

“
ÿ

TPT

ˆ

´

ż

T

x∇σ, divΨyωT ´

ż

BT

xν̂5
b σ, divΨyωBT

̇

.(4.12)

Then using the notation in (2.3) to split the last integrand using normal and tan-
gential components,

(4.13)
xν̂5

b σ, divΨy “ xσν̂ν̂ , pdivΨqν̂ν̂ν̂y ` xσF ν̂ , pdivΨqν̂F ν̂y

` xσν̂F , pdivΨqν̂ν̂F y ` xσF , pdivΨqν̂FF y.

Since Ψ is skew symmetric in its second and fourth arguments—see (4.2)—we
know that divΨ is skew symmetric in its first and third arguments (as can be
seen from (A.13)), so pdivΨqν̂ν̂ν̂ and pdivΨqν̂F ν̂ vanish. The tt-continuity of σ im-
plies that the σF term in (4.13) is exactly the same from the adjacent element,
except for a sign. Using all these observations (and the jump notation in (2.9)), we
find that (4.13) implies that at any point of an interior facet,

xJν̂5
b σK,divΨy “ xJσν̂F K, pdivΨqν̂ν̂F y “ xJσν̂F K, pdivFΨqν̂ν̂F y.
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Here we have used that, by (A.17), the surface divergence satisfies pdivFΨqν̂ν̂F “

pdivΨqν̂ν̂F ´ p∇Ψqν̂ν̂ν̂ν̂F where the last term vanishes due to skew symmetries of

Ψ. Moreover, since pdivFΨqν̂ν̂ν̂ vanishes and since

(4.14) ν̂⌟σ “ σν̂ν̂ ν̂
5

` σν̂F ,

we may rewrite xJσν̂F K, pdivFΨqν̂ν̂F y “ xν̂5
b ν̂5

b Jν̂⌟σK,divFΨy. Accounting for
all the above-mentioned cancellations, (4.12) becomes

∇2σĆ

pΨq “
ÿ

TPT

ˆ

´

ż

T

x∇σ, divΨyωT ´

ż

BT

xν̂5
b ν̂5

b pν̂⌟σq, divFΨyωBT

̇

.(4.15)

The last term is now in a form suitable for integration by parts on each facet F
of BT using (A.22). Doing so, we get
(4.16)

´

ż

F

xν̂5
b ν̂5

b pν̂⌟σq, divFΨyωF “

ż

F

H ν̂ xν̂5
b ν̂5

b ν̂5
b pν̂⌟σq, ΨyωF

`

ż

F

x∇F pν̂5
b ν̂5

b pν̂⌟σqq,ΨyωF `

ż

BF

xµ̂5
b ν̂5

b ν̂5
b pν̂⌟σq, ΨyωBF ,

where µ̂ denotes the conormal vector on BF pointing into F , H ν̂ denotes the mean
curvature (see (A.19)), and ∇F is as in (A.18). By the skew symmetry of Ψ in its
first and third arguments, Ψpν̂, ν̂, ν̂, Xq “ 0 for all X P XpT q, so the integral with
H ν̂ vanishes.

To simplify the next integral with ∇F in (4.16), we begin by noting that (A.18)
implies ∇FApν̂, . . . q “ 0 for any tensor A. Hence the inner product in the integrand

can be evaluated using a g-orthonormal basis tτ̂ iu
N´1
i“1 of the tangent space XpF q,

i.e.,

x∇F pν̂5
b ν̂5

b pν̂⌟σqq,Ψy “

N´1
ÿ

i“1

x∇F
τ̂ i

pν̂5
b ν̂5

b pν̂⌟σqq, τ̂ i⌟Ψy(4.17)

“

N´1
ÿ

i“1

xp∇F
τ̂ i
ν̂5

q b ν̂5
b pν̂⌟σq ` ν̂5

b p∇F
τ̂ i
ν̂5

q b pν̂⌟σq ` ν̂5
b ν̂5

b ∇F
τ̂ i

pν̂⌟σq, τ̂ i⌟Ψy,

where we have also used the Leibniz rule. Note that ∇F ν̂5
“ ´IIν̂ can be expressed

in terms of τ̂ 5
i b τ̂ 5

j for all i, j (without ν̂). Also using (4.14), the first term in (4.17)
becomes

N´1
ÿ

i“1

xp∇F
τ̂ i
ν̂5

q b ν̂5
b pν̂⌟σq, τ̂ i⌟Ψy

“ x∇F ν̂5
b ν̂5

b σν̂F , Ψy `

N´1
ÿ

i“1

σν̂ν̂xp∇F
τ̂ i
ν̂5

q b ν̂5
b ν̂5, τ̂ i⌟Ψy

“ ´xIIν̂ b ν̂ b σν̂F ,Ψy ´

N´1
ÿ

j“1

N´1
ÿ

i“1

σν̂ν̂ IIν̂pτ̂ i, τ̂ jqΨpτ̂ i, τ̂ j , ν̂, ν̂q

“ ´xIIν̂ b ν̂ b σν̂F ,Ψy ` xσν̂ν̂ II
ν̂ ,ΨF ν̂ν̂F y,

since Ψpτ̂ i, τ̂ j , ν̂, ν̂q “ ´Ψpτ̂ i, ν̂, ν̂, τ̂ jq. Using the skew symmetry of ψijpXq “

Ψpτ̂ i, ν̂, τ̂ j , Xq for all X P XpT q with respect to i, j and the symmetry of IIν̂pτ̂ i, τ̂ jq



GENERALIZED RIEMANN CURVATURE 29

with respect to i, j, we find that the second term in (4.17) must vanish

´

N´1
ÿ

i“1

xν̂5
b p∇F

τ̂ i
ν̂5

q b pν̂⌟σq, τ̂ i⌟Ψy “

N´1
ÿ

j“1

N´1
ÿ

i“1

x IIν̂pτ̂ i, τ̂ jq pν̂⌟σq, ψijy “ 0.

Thus (4.17) becomes

(4.18) x∇F pν̂5
b ν̂5

bpν̂⌟σqq,Ψy “ xσν̂ν̂II
ν̂

`∇F pν̂⌟σq,ΨF ν̂ν̂F y´xIIν̂ b ν̂5
bσν̂F ,Ψy.

Finally, using (4.18) in (4.16) and substituting the result into (4.15),

∇2σĆ

pΨq “
ÿ

TPT

„

´

ż

T

x∇σ, divΨyωT `

ż

BT

´

xσν̂ν̂II
ν̂

` ∇F pν̂⌟σq,ΨF ν̂ν̂F y

´ xIIν̂ b ν̂5
b σν̂F ,Ψy

¯

ωBT `
ÿ

tFPF :FĂBT u

ż

BF

xµ̂5
b ν̂5

b ν̂5
b pν̂⌟σq, ΨyωBF

ȷ

.

The last integrand, upon use of the decomposition (4.14), becomes a sum of two

terms, xµ̂5
b ν̂5

b ν̂5
b pν̂⌟σq, Ψy “ xσν̂F , Ψµ̂ν̂ν̂F y ` xσν̂ν̂ , Ψµ̂ν̂ν̂ν̂y, of which the

latter vanishes due to the skew symmetric properties of Ψ. This gives the stated
result. □

Lemma 4.3. In the setting of Theorem 4.1, letting Ψ “ SΦ,
ÿ

FPF̊

ż

BF

xJσν̂F K,Ψµ̂ν̂ν̂F yωBF “
ÿ

EPE̊

ÿ

FPFE

ż

E

Jσν̂µ̂KEFΨµ̂ν̂ν̂µ̂ ωE .

Proof. This proof extends an idea of [13] from 3D to arbitrary dimension. Due to
the tt-continuity of σ and the skew-symmetry of Ψ there holds with the projection
P (3.23)

xJν̂⌟σK,Ψµ̂ν̂ν̂y “ xJν̂⌟σK,Ψµ̂ν̂ν̂y ` xJσF K,Ψµ̂ν̂FF y ` xJσF ν̂K,Ψµ̂ν̂F ν̂y

“ xJσK,Ψµ̂ν̂y “ xP pµ̂5
b ν̂5

b JσKq,Ψy

and thus,
ÿ

FPF̊

ż

BF

xJν̂⌟σK,Ψµ̂ν̂ν̂yωBF “
ÿ

FPF̊

ż

BF

xP pµ̂5
b ν̂5

b JσKq,ΨyωBF .(4.19)

E T

F`

F´

ν̂` “ ν̂TF`

ν̂´

µ̂`

µ̂´ ν̂TF´

θ

Figure 2. Illustration of g-normal and g-conormal vectors in the
proof of Lemma 4.3.

First, we focus on µ̂5
b ν̂5

b JσK by reordering the sum over codimension 2

boundaries. Let tτ̂ iu
N´2
i“1 be a g-orthonormal basis of XpEq. For each element T

containing E as the intersection of the two facets F`, F´ P △´1T we choose the
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orientation pν̂`, µ̂`q and pν̂´, µ̂´q such that both build a right-handed orthonormal

basis. Without loss of generality we assume that ν̂` “ ν̂TF`
and ν̂´ “ ´ν̂TF´

, cf.

Figure 2 and [13]. Then,
ÿ

FPF̊

µ̂5
b ν̂5

b JσK “
ÿ

EPE̊

ÿ

TĄE

µ̂5
` b ν̂5

` b σ|T ´ µ̂5
´ b ν̂5

´ b σ|T .

Let θ denote the angle to transform pν̂´, µ̂´q into pν̂`, µ̂`q and Rpρq the rotation
matrix such that Rp0qν̂´ “ ν̂´, Rp0qµ̂´ “ µ̂´ and Rpθqν̂´ “ ν̂`, Rpθqµ̂´ “ µ̂`.
Then

µ̂5
` b ν̂5

` b σ|T ´ µ̂5
´ b ν̂5

´ b σ|T “

ż θ

0

d

dρ

`

Rpρqµ̂5
´ bRpρqν̂5

´ b σ|T
˘

dρ.

Computing

d

dρ

`

Rpρqµ̂5
´ bRpρqν̂5

´ b σ|T
˘

“ Ŕpρqν̂5
´ bRpρqν̂5

´ b σ|T `Rpρqµ̂5
´ bRpρqµ̂5

´ b σ|T

reveals that the integrand, and thus also the integral, is symmetric in its first two
components. Therefore, we obtain the symmetry

ÿ

FPF̊

P pµ̂5
b ν̂5

b JσKq “
ÿ

FPF̊

P pν̂5
b µ̂5

b JσKq.(4.20)

Next, we expand JσK into (co)normal and tangential components and use the skew-
symmetry of P and tt-continuity of σ (only here, we implicitly sum over i, j if
applicable)

P pµ̂5
b ν̂5

b JσKq “ Jσpτ̂ i, τ̂ jqKP pµ̂5
b ν̂5

b τ̂ 5
i b τ̂ 5

jq ` Jσpν̂, ν̂qKP pµ̂5
b ν̂5

b ν̂5
b ν̂5

q

` Jσpµ̂, µ̂qKP pµ̂5
b ν̂5

b µ̂5
b µ̂5

q ` Jσpµ̂, ν̂qKP pµ̂5
b ν̂5

b µ̂5
b ν̂5

q

` Jσpν̂, µ̂qKP pµ̂5
b ν̂5

b ν̂5
b µ̂5

q ` Jσpµ̂, τ̂ iqKP pµ̂5
b ν̂5

b µ̂5
b τ̂ 5

iq

` Jσpτ̂ i, µ̂qKP pµ̂5
b ν̂5

b τ̂ 5
i b µ̂5

q ` Jσpν̂, τ̂ iqKP pµ̂5
b ν̂5

b ν̂5
b τ̂ 5

iq

` Jσpτ̂ i, ν̂qKP pµ̂5
b ν̂5

b τ̂ 5
i b ν̂5

q

“ Jσpν̂, µ̂qKP pµ̂5
b ν̂5

b ν̂5
b µ̂5

q ` Jσpν̂, τ̂ iqKP pµ̂5
b ν̂5

b ν̂5
b τ̂ 5

iq,

and analogously

P pν̂5
b µ̂5

b JσKq “ Jσpµ̂, ν̂qKP pν̂5
b µ̂5

b µ̂5
b ν̂5

q ` Jσpτ̂ i, ν̂qKP pν̂5
b µ̂5

b τ̂ 5
i b ν̂5

q.

Due to the proven symmetry (4.20) we have with the symmetries of σ and P

0 “
ÿ

FPF̊

´

P pµ̂5
b ν̂5

b JσKq ´ P pν̂5
b µ̂5

b JσKq

¯

“
ÿ

FPF̊

N´2
ÿ

i“1

Jσpν̂, τ̂ iqK
´

P pµ̂5
b ν̂5

b ν̂5
b τ̂ 5

iq ´ P pν̂5
b ν̂5

b τ̂ 5
i b µ̂5

q

¯

“
ÿ

FPF̊

N´2
ÿ

i“1

Jσpν̂, τ̂ iqKP
´

µ̂5
b ν̂5

b ν̂5
b τ̂ 5

i ´ τ̂ 5
i b ν̂5

b ν̂5
b µ̂5

¯

,

and thus there must holds

ÿ

FPF̊

N´2
ÿ

i“1

Jσpν̂, τ̂ iqKP pµ̂5
b ν̂5

b ν̂5
b τ̂ 5

iq “ 0.
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Using this identity in (4.19) gives the desired result

ÿ

FPF̊

ż

BF

xJν̂⌟σK,Ψµ̂ν̂ν̂yωBF “
ÿ

FPF̊

ż

BF

´

xJσpν̂, µ̂qKµ̂5
b ν̂5

b ν̂5
b µ̂5

`

N´2
ÿ

i“1

Jσpν̂, τ̂ iqKµ̂5
b ν̂5

b ν̂5
b τ̂ 5

i,Ψy

¯

ωBF

“
ÿ

EPE̊

ÿ

FĄE

ż

E

Jσpν̂, µ̂qKEFΨµ̂ν̂ν̂µ̂ ωE ,

finishing the proof. □

Proof of Theorem 4.1. Let Ψ “ SΦ P DB. We start by integrating by parts the
first term of (4.11) (in Lemma 4.2) using (A.16),

ż

T

´x∇σ,divΨyωT “

ż

T

x∇2σ,ΨyωT `

ż

BT

xν̂5
b ∇σ,ΨyωBT .(4.21)

Splitting the boundary integrand into normal and tangential components and omit-
ting terms that vanish by the skew symmetries (4.2) of Ψ,

xν̂5
b ∇σ,Ψy “ xp∇σqν̂FF ,Ψν̂ν̂FF y ` xp∇σqFF ν̂ ,Ψν̂FF ν̂y ` xp∇σqFFF ,Ψν̂FFF y.

(4.22)

Since the first two terms on the right are present in the identity of the theorem,
we focus on the last term. It can be understood by splitting σ into normal and
tangential components,

(4.23) σ “ ν̂5
b σν̂F ` σF ν̂ b ν̂5

` σν̂ν̂ ν̂
5

b ν̂5
` σF .

To compute p∇FσqF “ p∇σqFFF using this decomposition, we start by applying

the Leibniz rule to the first term on the right-hand side. Then, using IIν̂ “ ´∇F ν̂5

and (4.14),
`

∇F pν̂5
b σν̂F q

˘

F
“

`

ν̂5
b ∇Fσν̂F

˘

F
´ IIν̂ b σν̂F “ ´IIν̂ b σν̂F , so

x
`

∇F pν̂5
b σν̂F q

˘

F
,Ψν̂FFF y “ x´IIν̂ b σν̂F ,´ΨFF ν̂F y “ xIIν̂ b ν̂5

b σν̂F ,Ψy.

The derivative of the second term on the right-hand side of (4.23) is computed
similarly, but carefully accounting for the order of arguments, namely forXi P XpF q,

`

∇F pσF ν̂ b ν̂5
q
˘

F
pX1, X2, X3q “

`

∇F
X1

`

σF ν̂ b ν̂5
q
˘

pX2, X3q

“
`

∇F
X1
σF ν̂ b ν̂5

` σF ν̂ b ∇F
X1
ν̂5

˘

pX2, X3q

“ ´σν̂F pX2q IIν̂pX1, X3q,

since ν̂5
pX3q “ 0. As a result, by the symmetry of IIν̂pX1, X3q and the skew

symmetry of Ψpν̂, X1, X2, X3q in X1 and X3,

x∇F
`

σF ν̂ b ν̂5
˘

F
,Ψν̂FFF y “ 0.

The third term in (4.23) does not contribute since p∇F pσν̂ν̂ ν̂
5

b ν̂5
qqF “ 0.
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Using these observations to simplify the last term of (4.22), we obtain

ÿ

TPT

ż

BT

xν̂5
b ∇σ,ΨyωBT “

ÿ

TPT

ż

BT

ˆ

xp∇σqF ν̂F ,Ψν̂FF ν̂y ´ xp∇σqν̂FF ,Ψν̂FF ν̂y

` xIIν̂ b ν̂5
b σν̂F ,Ψy

̇

ωBT `
ÿ

FPF̊

ż

F

xJσF K,Ψν̂FFF yωF .

By the tt-continuity of σ, the last term vanishes. The penultimate term appears

with the opposite sign in the expression for∇2σĆpΨq in Lemma 4.2. That expression,
put together with (4.21) and the above, gives

∇2σĆ

pΨq “
ÿ

TPT

„
ż

T

x∇2σ,ΨyωT

`

ż

BT

´

xp∇σqF ν̂F ´ p∇σqν̂FF ,ΨF ν̂ν̂F y ` xIIν̂ b ν̂5
b σν̂F ,Ψy

¯

ωBT

`

ż

BT

´

xσν̂ν̂II
ν̂

` ∇pν̂⌟σq, ΨF ν̂ν̂F y ´ xIIν̂ b ν̂5
b σν̂F ,Ψy

¯

ωBT

ȷ

`
ÿ

FPF̊

ż

BF

xJσν̂F K, Ψµ̂ν̂ν̂F yωBF .

Using Lemma 4.3 for the integrands over codimension 2 boundary terms, recalling

that IncσĆ pΦq “ ´∇2σĆpΨq by (4.8), and noting that the definition of S implies that
ΦF ν̂ν̂F “ ΨF ν̂ν̂F and Φµ̂ν̂ν̂µ̂ “ Ψµ̂ν̂ν̂µ̂, we prove (4.9). The proof of (4.10) follows
by comparing the terms in (4.9) and (3.38) and applying (4.5). □

Remark 4.4. In Theorem 4.1, assuming that the metric g is smooth, we obtained

(4.10), namely bpg;σ, Uq “ ´2 IncσĆ pΦq, for smooth U and Φ “ AU . However, all
terms in (3.38) defining bpg;σ, Uq make sense even when Φ is less smooth, as long
as Φ has the continuity properties of (2.13). This motivates us to conjecture that

Theorem 4.1 also holds for B P B̊. To prove this rigorously, it suffices to show that
smooth functions are dense in B, which is an interesting question on its own, but
not needed for the current analysis of the correctness of our generalized Riemann
curvature expression. Instead, all we need, for now, is the following definition,
which just amounts to a renaming of bp. . . q.

Definition 4.5. For any σ P RegpT q, define IncσĆ as a linear functional on Å by

IncσĆ pAq “
ÿ

TPT

ˆ
ż

T

xIncσ,AyωT

´

ż

BT

xσν̂ν̂II
ν̂

` p∇σqF ν̂F ` ∇pν̂⌟σq ´ p∇σqν̂FF , AF ν̂ν̂F yωBT

̇

´
ÿ

EPE̊

ÿ

FPFE

ż

E

Jσµ̂ν̂KEFAµ̂ν̂ν̂µ̂ ωE ,

where the jump in the last term is as defined in (3.35), and in the integrals over
BT , the g-normal ν̂ points into the element T . With this definition, in view of
Lemma 3.3, we have

(4.24) bpg;σ, Uq “ ´2 IncσĆ pAUq, U P Ů.
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Moreover, if A “ Φ for some Φ P DA, then by Theorem 4.1, this extended definition

coincides with IncσĆ pΦq as defined in (4.8).

The remainder of this section focuses on an adjoint-like operator of the above-
defined generalized Inc. This is needed later for the numerical analysis. We have

already seen in (4.8) that IncσĆ pΦq “
ş

Ω
xσ, divdivSΦyω for smooth Φ P DA. This

motivates the next definition.

Definition 4.6. For any B P B̊, we define divdivBČ as a linear functional on RegpT q

by

pdivdivBČ qpσq :“ ´ IncσĆ pSBq, B P B̊, σ P RegpT q,

where the right-hand side is as in Definition 4.5.

Note that neither σ nor g are assumed to be globally smooth in the next result.
Given T P T , F P △´1T and E P △´1F , in analogy with (3.35), and using the
oriented g-normals and g-conormals there (see Figure 1), define

(4.25) JBν̂µ̂EEKEF “ B`

ν̂
T`
F µ̂F

EEE
`B´

ν̂
T´
F µ̂F

EEE
.

Here, per the notation in (2.3), the subscript E indicates arguments that are pro-
jected onto the tangent space of E. The proof of the next theorem is given after a
few necessary lemmas.

Theorem 4.7. Let σ P RegpT q, g P Reg`
pT q, and B P B̊. Then

pdivdivBČ qpσq “
ÿ

TPT

„
ż

T

xσ, divdivByωT `

ż

BT

´

xσF , pdivB ` divFBqν̂¨¨y

` σF : II
ν̂
: BF ν̂ν̂F ´ xIIν̂ b σF , By

¯

ωBT

ȷ

`
ÿ

EPE̊

ÿ

FPFE

ż

E

xσE , JBν̂µ̂EEKEF yωE ,(4.26)

where the triple product σF : II
ν̂
: Bν̂ν̂ :“ pσF qijII

ν̂ jk

B i
ν̂ν̂ k is in accordance with

(3.31), II
ν̂

“ SF pIIν̂q “ IIν̂ ´ H ν̂gF the trace-reversed second fundamental form
(with mean curvature H ν̂), the jump JBν̂µ̂EEKEF is as defined in (4.25), and in the
integrals over BT , the g-normal ν̂ points into the element T .

Remark 4.8. Note, that in (4.26) only the tt-components of σ are involved in the
codimension 1 and 2 terms, which are single-valued for σ P RegpT q.

Lemma 4.9. Under the assumptions of Theorem 4.7 there holds

ÿ

EPE̊

ÿ

FĄE

ż

E

Jxσ,Bν̂µ̂ ` 2Bν̂ν̂µ̂ b ν̂yKF ωE

“
ÿ

EPE̊

ÿ

FĄE

ż

E

pxσE , JBν̂µ̂EEKEF y ´ Jσµ̂ν̂KEFBµ̂ν̂ν̂µ̂qωE .
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Proof. We split the terms into normal, conormal, and codimension 2 components
and only write the non-vanishing ones and simplify

xσ,Bν̂µ̂ ` 2Bν̂ν̂µ̂ b ν̂5
y “ xσE , Bν̂µ̂EEy ` xσEν̂ , Bν̂µ̂Eν̂ ` 2Bν̂ν̂µ̂Ey ` xσµ̂E , Bν̂µ̂µ̂Ey

` σµ̂ν̂pBν̂µ̂µ̂ν̂ ` 2Bν̂ν̂µ̂µ̂q

“ xσE , Bν̂µ̂EEy ´ xσEν̂ , Bν̂µ̂Eν̂y ` xσµ̂E , Bν̂µ̂µ̂Ey ´ σµ̂ν̂Bµ̂ν̂ν̂µ̂

“ xσE , Bν̂µ̂EEy ´ xσν̂E , Bν̂µ̂Eν̂y ´ xσµ̂E , Bµ̂µ̂Eν̂y ´ σµ̂ν̂Bµ̂ν̂ν̂µ̂.

For the second identity we used the (skew-)symmetry properties (4.2) ofB, Bν̂ν̂µ̂E “

´Bν̂µ̂Eν̂ and Bν̂ν̂µ̂µ̂ “ ´Bν̂µ̂µ̂ν̂ . For the last equality we used the symmetry of σ
and that again by (4.2) Bν̂µ̂µ̂E “ ´Bµ̂µ̂Eν̂ .

The first and last terms together read due to the continuity conditions on σ and
B with the jumps (3.35), cf. Figure 1,

ÿ

EPE̊

ÿ

FĄE

ż

E

JxσE , Bν̂µ̂EEy ´ σµ̂ν̂Bµ̂ν̂ν̂µ̂KF ωE

“
ÿ

EPE̊

ÿ

FĄE

ż

E

`

xσE , JBν̂µ̂EEKEF y ´ Jσµ̂ν̂KEFBµ̂ν̂ν̂µ̂

˘

ωE .

Next we show with the same notation as in the proof of Lemma 4.3 that the sum over
the remaining middle two terms is zero. Therefore, we reorder the sum, consider
an integral representation of the difference with the rotation tensor R such that
Rp0qν̂´ “ ν̂´ and Rpθqν̂´ “ ν̂`, and prove that the integrand is zero. To this end,
we define F pX,Y, Z,W q :“ RptqX5 bRptqY 5 b σpRptqZqE bRptqW 5 and compute

ÿ

EPE̊

ÿ

FĄE

Jxσν̂E , Bν̂µ̂Eν̂y ` xσµ̂E , Bµ̂µ̂Eν̂yKF

“
ÿ

EPE̊

ÿ

TĄE

xν̂5
` b µ̂5

` b σν̂`E b ν̂5
` ´ ν̂5

´ b µ̂5
´ b σν̂´E b ν̂5

´

` µ̂5
` b µ̂5

` b σµ̂`E b ν̂5
` ´ µ̂5

´ b µ̂5
´ b σµ̂´E b ν̂5

´, By

“
ÿ

EPE̊

ÿ

TĄE

ż θ

0

d

dt
xF pν̂´, µ̂´, ν̂´, ν̂´q ` F pµ̂´, µ̂´, µ̂´, ν̂´q, By dt

“
ÿ

EPE̊

ÿ

TĄE

ż θ

0

xF pµ̂´, µ̂´, ν̂´, ν̂´q ´ F pν̂´, ν̂´, ν̂´, ν̂´q ` F pν̂´, µ̂´, µ̂´, ν̂´q

` F pν̂´, µ̂´, ν̂´, µ̂´q ´ F pν̂´, µ̂´, µ̂´, ν̂´q ´ F pµ̂´, ν̂´, µ̂´, ν̂´q

´ F pµ̂´, µ̂´, ν̂´, ν̂´q ` F pµ̂´, µ̂´, µ̂´, µ̂´q, By dt

“
ÿ

EPE̊

ÿ

TĄE

ż θ

0

xF pµ̂´, µ̂´, ν̂´, ν̂´q ` F pν̂´, µ̂´, µ̂´, ν̂´q ´ F pν̂´, µ̂´, µ̂´, ν̂´q

´ F pµ̂´, µ̂´, ν̂´, ν̂´q, By dt “ 0.

In the penultimate equation we used the skew symmetries (4.2) of B and recognize
in the final step that the remaining terms cancel. This concludes the proof. □
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Lemma 4.10. Under the assumptions of Theorem 4.7 there hold the identities

xσ, divFBν̂¨¨¨y “ xσ, pdivFBqν̂¨¨y ´ xIIν̂ b σ,By ,

xσ, divF pB¨ν̂ν̂¨ b ν̂5
qy “ xσν̂¨, pdiv

FBqν̂ν̂¨y ` xIIν̂ b σν̂¨, Bν̂¨¨¨y ´ σ : IIν̂ : B¨ν̂ν̂¨ .

Proof. We take the surface divergence (A.17) of the above expression using a g-

orthonormal basis tτ̂ iu
N´1
i“1 of the tangent space. Then we use the Leibnitz rule and

that the second fundamental form can be expressed as∇τ̂ i
ν̂5

“ ´
řN´1

j“1 IIν̂pτ̂ i, τ̂ jqτ̂ 5
j

xσ, divFBν̂¨¨¨y “

N´1
ÿ

i“1

xσ, p∇τ̂ i
Bqν̂τ̂ i¨¨ `Bp∇τ̂i

ν̂qτ̂ i¨¨y

“

N´1
ÿ

i“1

˜

xσ, p∇τ̂ i
Bqτ̂ iν̂¨¨y ´

N´1
ÿ

j“1

xσ, IIν̂pτ̂ i, τ̂ jqBτ̂j τ̂ i¨¨y

¸

“ xσ, pdivFBqν̂¨¨y ´ xIIν̂ b σ,By.

For the second line we used the symmetries (4.2) of B and σ for the first term, and
for the last line the symmetry of the second fundamental form.

We proceed analogously for the second identity

xσ, divF pB¨ν̂ν̂¨ b ν̂5
qy

“xσ,
N´1
ÿ

i“1

p∇τ̂ iBqτ̂ iν̂ν̂¨ b ν̂5
`Bτ̂ ip∇τ̂i

ν̂qν̂¨ b ν̂5
`Bτ̂ iν̂p∇τ̂i

ν̂q¨ b ν̂5
`Bτ̂ iν̂ν̂¨ b ∇τ̂ i ν̂

5
y

“xσν̂¨, pdiv
FBqν̂ν̂¨y

´

N´1
ÿ

i,j“1

xσ, IIν̂pτ̂ i, τ̂ jqBτ̂ iτ̂j ν̂¨ b ν̂5
`IIν̂pτ̂ i, τ̂ jqBτ̂ iν̂τ̂j ¨ b ν̂5

`IIν̂pτ̂ i, τ̂ jqBτ̂ iν̂ν̂¨ b τ̂ jy.

By the (skew) symmetry of B and the second fundamental form the second term
řN´1

i,j“1 II
ν̂
pτ̂ i, τ̂ jqBτ̂ iν̂τ̂j ¨ vanishes. The remaining terms can be rewritten using the

triple product (3.31) as

´

N´1
ÿ

i,j“1

xσ, IIν̂pτ̂ i, τ̂ jqBτ̂ iτ̂j ν̂¨ b ν̂5
` IIν̂pτ̂ i, τ̂ jqBτ̂ iν̂ν̂¨ b τ̂ jy

“ xIIν̂ b σν̂¨, Bν̂¨¨¨y ´ σ : IIν̂ : B¨ν̂ν̂¨,

which concludes the proof. □

Proof of Theorem 4.7. We start by examining the terms arising from integrating
the second covariant derivative by parts using (A.16),
(4.27)
ż

T

x∇2σ,ByωT “

ż

T

´x∇σ, divByωT ´

ż

BT

x∇σ,Bν̂¨¨¨yωBT

“

ż

T

xσ, divdivByωT `

ż

BT

xσ, pdivBqν̂¨¨yωBT ´

ż

BT

x∇σ,Bν̂¨¨¨yωBT .

In the last integrand, by supplying either F or ν̂ in each dot in Bν̂¨¨¨, we can split it
into normal and tangential components. From the resulting eight terms, eliminating
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those that are zero by the skew symmetries (4.2) of B, we obtain

x∇σ,Bν̂¨¨¨y “ xp∇σqFF ν̂ , Bν̂FF ν̂y ` xp∇σqν̂FF , Bν̂ν̂FF y ` xp∇σqFFF , Bν̂FFF y,

(4.28)

which we then substitute into (4.27).
We use the resulting identity to simplify the terms arising from Definition 4.5.

Letting sE̊ “
ř

EPE̊

ř

FPFE

ş

E
Jσµ̂ν̂KEFBµ̂ν̂ν̂µ̂ ωE , we then obtain

pdivdivBČ qpσq ´ sE̊ “ ´ IncσĆ pSBq ´ sE̊

“
ÿ

TPT

ż

T

x∇2σ,ByωT `

ż

BT

xσν̂ν̂II
ν̂

`p∇σqF ν̂F `∇pν̂⌟σq´p∇σqν̂FF , BF ν̂ν̂F yωBT

“
ÿ

TPT

ż

T

xσ, divdivByωT `

ż

BT

xσν̂ν̂II
ν̂

`p∇σqF ν̂F `∇pν̂⌟σq´p∇σqν̂FF , BF ν̂ν̂F yωBT

`
ÿ

TPT

ż

BT

”

xσ, pdivBqν̂¨¨y´xp∇σqF , Bν̂FFF y`xp∇σqν̂FF ´p∇σqF ν̂F , BF ν̂ν̂F y

ı

ωBT ,

where we have used the skew symmetries (4.2) of B and symmetries of σ to rewrite
two terms from (4.28) to clarify the impending cancellation of the last two terms
above. One of the surviving terms can be rewritten using Lemma 3.17. Although
Lemma 3.17 was proved only for A P A, using the symmetries of B in (4.2) in place
of those of A, we find that (3.32) holds also for B, so the same proof there shows that
the identity of the lemma holds also for B P B. Therefore, x∇F pν̂⌟σq, BF ν̂ν̂F y “

xp∇σqF ν̂F , BF ν̂ν̂F y ´ II : σF : BF ν̂ν̂F . These observations lead to

pdivdivBČ qpσq “ sE̊ `
ÿ

TPT

ż

T

xσ, divdivByωT `

ż

BT

xσ, pdivBqν̂¨¨yωBT

`
ÿ

TPT

ż

BT

”

xσν̂ν̂II
ν̂ , BF ν̂ν̂F y ´ IIν̂ : σF : BF ν̂ν̂F ` s1

ı

ωBT ,

(4.29)

where s1 “ xp∇σqF ν̂F , BF ν̂ν̂F y ´ xp∇σqF , Bν̂FFF y.
Next, let us fix a facet F P △´1T of an element T and examine the two terms

whose difference is s1. The first term equals

xp∇σqF ν̂F , BF ν̂ν̂F y “ xp∇FσqFF ν̂ , BF ν̂ν̂F y “ x∇Fσ,B¨ν̂ν̂¨ b ν̂5
y.

Its second term can be rewritten, noting that arguments indicated by subscript F

are tangentially projected using Q “ id ´ ν̂ b ν̂5, and noting that p∇Fσqν̂¨¨ “ 0, as
follows:

´xp∇σqF , Bν̂FFF y “ ´x∇Fσ,Bν̂¨FF ´ ν̂5
bBν̂ν̂FF y “ ´x∇Fσ,Bν̂¨FF y

“ ´x∇Fσ,Bν̂¨¨F y “ ´x∇Fσ,Bν̂¨¨F ´Bν̂¨¨ν̂ b ν̂5
y

“ x∇Fσ,B¨ν̂ν̂¨ b ν̂5
´Bν̂¨¨¨y,

where we have used (4.2) twice, once in the second line for Bν̂¨FF “ Bν̂¨¨F , and again
in the last line for Bν̂¨¨ν̂ “ B¨ν̂ν̂¨. Therefore, s1 in (4.29) can be expressed using
∇Fσ, which then permits the use of the surface integration by parts formula (A.22)
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on the facet F . Namely,
ż

F

s1 ωF “

ż

F

x∇Fσ, 2B¨ν̂ν̂¨ b ν̂5
´Bν̂¨¨¨yωF

“

ż

F

xσ,´divF p2B¨ν̂ν̂¨ b ν̂5
´Bν̂¨¨¨qyωF ´

ż

F

H ν̂xν̂5
b σ, 2B¨ν̂ν̂¨ b ν̂5

´Bν̂¨¨¨yωF

´

ż

BF

xσ, 2Bµ̂ν̂ν̂¨ b ν̂5
´Bν̂µ̂¨¨yωBF ,

where µ̂ is the inward pointing g-conormal on BF . We use Lemma 4.10 to rewrite
the first term on the right-hand side above to get

xσ, divF pBν̂¨¨¨ ´ 2B¨ν̂ν̂¨ b ν̂5
qyωF “ xσ, pdivFBqν̂¨¨y ´ xIIν̂ b σ,By

´ 2xσν̂¨, pdiv
FBqν̂ν̂¨y ´ 2xIIν̂ b σν̂¨, Bν̂¨¨¨y ` 2σ : IIν̂ : B¨ν̂ν̂¨ .

The term multiplying H ν̂ in the integral of s1 can be simplified to

xν̂5
b σ, 2B¨ν̂ν̂¨ b ν̂5

´Bν̂¨¨¨y “ xσν̂¨, 2Bν̂ν̂ν̂¨y ´ xσ,Bν̂ν̂¨¨y “ ´xσF , Bν̂ν̂¨¨y.

Hence,

pdivdivBČ qpσq “ s̃E̊ `
ÿ

TPT

ż

T

xσ, divdivByωT `

ż

BT

xσ, pdivBqν̂¨¨yωBT

`
ÿ

TPT

ż

BT

”

xσν̂ν̂II
ν̂ , BF ν̂ν̂F y ´ IIν̂ : σF : BF ν̂ν̂F

ı

ωBT

`
ÿ

TPT

ż

BT

”

xσ, pdivFBqν̂¨¨ ´ 2pdivFBqν̂ν̂¨ b ν̂5
y `H ν̂xσ,Bν̂ν̂FF y

ı

ωBT

`
ÿ

TPT

ż

BT

”

´ xIIν̂ b σ, 2Bν̂¨¨¨ b ν̂5
`By ` 2σ : IIν̂ : B¨ν̂ν̂¨

ı

ωBT ,(4.30)

where s̃E̊ “ sE̊ `
ř

TPT

ř

FĂBT

ş

BF
xσ,Bν̂µ̂¨¨ ´ 2Bµ̂ν̂ν̂¨ b ν̂5

yωBF collects all integrals
over codimension 2 mesh entities.

Let us collect all integrands on the right-hand side of (4.30) involving the second
fundamental form into s2, and all terms involving the divergence operator into s3,
i.e.,

s2 “xσν̂ν̂II
ν̂ , BF ν̂ν̂F y´xIIν̂ b σ, 2Bν̂¨¨¨ b ν̂5

`By´IIν̂ : σF : BF ν̂ν̂F ` 2σ : IIν̂ : B¨ν̂ν̂¨,

s3 “xσ, pdivBqν̂¨¨ ` pdivFBqν̂¨¨y´xσν̂¨, 2pdivFBqν̂ν̂¨y.

To simplify s2, first note that using (4.3), the last two terms simplify to σF :

IIν̂ : BF ν̂ν̂F . Hence,

s2 “ σF : IIν̂ : BF ν̂ν̂F ` xσν̂ν̂II
ν̂ , BF ν̂ν̂F y ´ xIIν̂ b σ, 2Bν̂¨¨¨ b ν̂5

`By.(4.31)

In the last term, splitting σ by (4.23),

xIIν̂ b σ, 2Bν̂¨¨¨ b ν̂5
`By“xIIν̂ b σF ν̂ b ν̂5, 2Bν̂¨¨¨b ν̂5

`By`xσν̂ν̂II
ν̂ , 2Bν̂¨¨ν̂ `B¨¨ν̂ν̂y

` xIIν̂ b σF , 2Bν̂¨¨¨ b ν̂5
`By ` xIIν̂ b ν̂5

b σν̂F , 2Bν̂¨¨¨ b ν̂5
`By

“xIIν̂ b σF , By`xIIν̂ b σF ν̂ , 2Bν̂¨¨F `B¨¨F ν̂y`xσν̂ν̂II
ν̂ , Bν̂¨¨ν̂y´xIIν̂ b σν̂F , Bν̂¨¨F y

“xIIν̂ b σF , By ` xσν̂ν̂II
ν̂ , Bν̂¨¨ν̂y



38 J. GOPALAKRISHNAN, M. NEUNTEUFEL, J. SCHÖBERL, AND M. WARDETZKY

by the skew symmetries (4.2) of B and the symmetry of σ. Hence (4.31) simplifies,
after using (4.3), to

(4.32) s2 “ σF : IIν̂ : BF ν̂ν̂F ´ xIIν̂ b σF , By.

To simplify s3, splitting σ by (4.23) again, and using the corresponding splits
for the divergence terms, the first inner product in s3 splits into four terms and
the second into two terms. Terms with pdivFBqν̂¨ν̂ and pdivBqν̂¨ν̂ vanish due to the
skew symmetries (4.2) of B. What remains gives

s3 “xσF , pdivB ` divFBqν̂FF y`xσν̂F , pdivB ` divFBqν̂ν̂F y´2xσν̂F , pdiv
FBqν̂ν̂F y.

Since p∇XBqν̂ν̂ν̂¨ and p∇XBq¨ν̂ν̂ν̂ vanish, it is easy to see from (A.17) that there

holds pdivFBqν̂ν̂F “ pdivBqν̂ν̂¨. Thus s3 further simplifies to

(4.33) s3 “ xσF , pdivBqν̂FF ` pdivFBqν̂FF y.

Finally, we simplify s̃E̊ by Lemma 4.9,

s̃E̊ “ sE̊ `
ÿ

TPT

ÿ

FĂBT

ż

BF

xσ,Bν̂µ̂¨¨ ´ 2Bµ̂ν̂ν̂¨ b ν̂5
yωBF

“
ÿ

EPE̊

ÿ

FPFE

ż

E

xσE , JBν̂µ̂KEF yωE .(4.34)

Using (4.34), (4.33), and (4.32) in (4.30), the theorem is proved. □

5. Numerical analysis

In this section, we prove a priori convergence estimates for the densitized distri-
butional Riemann curvature tensor in the following setting. Let Ω Ă RN , N ě 2,
be a domain equipped with a smooth “exact” metric tensor ḡ. We assume that a
family of shape regular triangulations tThuhą0 consisting of possibly polynomially
curved elements of Ω with meshsize h :“ maxTPTh

hT , hT :“ diampT q, are given
together with a family of Regge metrics tghuhą0. They approximate ḡ in a sense
made precise shortly. Here, shape regularity means that there exists a constant
C0 ą 0 independent of h such that for all h ą 0

sup
TPTh

hT
ρT

ď C0,

where ρT is the inradius of T . Our convergence estimates will have constants that
may depend on C0.

In finite element computations, we use a reference element T̂ , the unitN -simplex,
and the space PkpT̂ q of polynomials of degree at most k on T̂ . Let T̃ denote a
Euclidean N -simplex with possibly polynomially curved facets that is diffeomorphic
to T̂ via Φ̂ : T̂ Ñ T̃ , Φ̂ P PkpT̂,RN q. Define the Regge finite element space of degree
k by

Regkh “tσ P RegpThq : for all T P Th, σ|T “σijdx
i b dxj , σij ˝ ΦT P PkpT̂ qu,

where RegpThq is as in (2.4).

Remark 5.1. For finite element computations on general manifolds M , we would
need charts so that each whole element T P Th of the manifold is covered by a
single chart giving the coordinates xi on T . The chart identifies the parameter
domain of T as the (possibly curved) Euclidean N -simplex T̃ diffeomorphic to T .
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Let Φ : T Ñ T̃ denote this diffeomorphism. Then ΦT “ Φ̂´1 ˝ Φ : T Ñ T̂ maps
T diffeomorphically to the reference element where PkpT̂ q is defined. We use its
pullback Φ˚

T below, which is simply the composition with ΦT for scalar functions.
In the setting we have been using, M “ Ω is an open subset of RN coverable by a
single chart with Φ set globally to the identity.

Throughout, we use standard Sobolev spacesW s,ppΩq and their norms and semi-
norms for any s ě 0 and p P r1,8s. When the domain is Ω, we omit it from the
norm notation if there is no chance of confusion. We also use the elementwise norms
}u}

p
W s,p

h
“

ř

TPTh
}u}

p
W s,ppT q

, with the usual adaption for p “ 8. When p “ 2, we

put } ¨ }Hs
h

“ } ¨ }W s,2
h

. Furthermore, let

~σ~
2
2 “ }σ}2L2 ` h2}σ}2H1

h
, }}σ}}

2
2 “ }σ}2L2 ` h2}σ}2H1

h
` h4}σ}2H2

h
.

We use a À b to indicate that there is an h-independent generic constant C ą 0,
depending on Ω and the shape-regularity C0 of the mesh Th, such that a ď Cb.
The C may additionally depend on t}ḡ}W 2,8 , }ḡ´1}L8 , Nu, if not stated otherwise.

5.1. Statements of the convergence results. In (3.5), the generalized den-

sitized curvature operator QωĂ was defined as a linear functional on the metric-
independent mesh-dependent test space U of (3.1). To highlight the dependence

on the mesh Th and the metric gh on it, we now refer to U as UpThq and to QωĂ

as QωĂ pghq. Obviously, for the smooth metric ḡ, we have QωĂ pḡq “ pQωqpḡq with the

exact smooth curvature Q defined in (3.8). We prove convergence of QωĂ pghq to the
exact densitized curvature pQωqpḡq in the H´2-norm. For this, we only need the

action of QωĂ pghq on a smoother H2-subspace of the metric-independent test space

UpThq. This subspace, after identifying
ŹN´2

pΩqd2 with symmetric Ñ ˆ Ñ matrix
fields, where

Ñ “

ˆ

N

N ´ 2

̇

“
NpN ´ 1q

2
,

is denoted by H2
0 pΩ,RÑˆÑ

sym q “ tu : Ω Ñ RÑˆÑ : uij “ uji P H2
0 pΩqu. Define

}f}H´2 :“ }f}
H´2pΩ,RÑˆÑ

sym q
“ sup

UPH2
0 pΩ,RÑˆÑ

sym q

fpUq

}U}
H2pΩ,RÑˆÑ

sym q

.

Theorem 5.2. Let Ω Ă RN , N ě 2, be a domain equipped with a smooth Rie-
mannian metric ḡ. Assume that tghuhą0 is a family of Regge metrics on a shape
regular family of triangulations tThuhą0 of Ω with limhÑ0 }gh ´ ḡ}L8 “ 0 and
C1 :“ suphą0 maxTPTh

}gh}W 2,8pT q ă 8. Let

Cg “

#

1 ` maxTPTh
ph´1

T }ḡ ´ gh}L8pT qq ` }ḡ ´ gh}W 1,8

h
, N “ 2,

1 ` maxTPTh
ph´2

T }ḡ ´ gh}L8pT qq ` maxTPTh
ph´1

T }ḡ ´ gh}W 1,8pT qq, N ě 3.

Then there exists h0 ą 0 and a C ą 0 depending on N , C0, C1, }ḡ}W 2,8pΩq, and

}ḡ´1}L8pΩq such that for all h ď h0,

}QωĂ pghq ´ pQωqpḡq}H´2 ď CCg }}gh ´ ḡ}}2 .

When metric approximation is sufficiently good so as to have Cg bounded inde-
pendently of meshsize, then rates of convergence can be quantified from the above
result. As an example, let Ikh : C8pΩ, Sq Ñ Regkh be an interpolation operator into
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the Regge finite element space satisfying the following conditions: there exists a
p P r2,8s such that the interpolant can be continuously extended to symmetric
tensor fields in W k`1,ppΩq and

|Ikhg ´ g|W t,ppT q ď C2h
k`1´t
T |g|Wk`1,ppT q, for all t P r0, k ` 1s,(5.1a)

where C2 “ C2pN, k, hT {ρT , tq. Additionally suppose that for all 0 ă s ď mintk `

1, 2u,

|Ikhg ´ g|W t,8pT q ď C2h
s´t
T |g|W s,8pT q, for all t P r0, ss.(5.1b)

The canonical Regge interpolant [29] is an example of an interpolant fulfilling (5.1).
It is well defined for g in W s,ppΩq with s ą pN ´ 1q{p, a sufficient condition for
defining traces on boundaries of codimension up to N ´1. Then setting e.g. p “ N
meets the requirements. An Oswald interpolant, performing local elementwise L2-
projections and averaging the degrees of freedom shared by different elements, also
leads to a valid choice if the requirements are weakened to hold on element patches,
see e.g. [21, Appendix A] for an example.

Corollary 5.3. Suppose the assumptions of Theorem 5.2 hold. Assume further
that gh “ Ikhg P Regkh, for some integer k ě 0 for N “ 2 and k ě 1 for N ě 3, and
Ikh is an interpolation operator fulfilling (5.1) for some p P r2,8s. Then there exists
h0 ą 0 and C ą 0 depending on N , Ω, k, C0, C1, C2, }ḡ}W 2,8pΩq, and }ḡ´1}L8pΩq

such that for all h ď h0

}QωĂ pghq ´ pQωqpḡq}H´2 ď C
´

ÿ

TPTh

h
ppk`1q

T |ḡ|Wk`1,ppT q

¯1{p

.(5.2)

For p “ 8 the right-hand side is CmaxTPTh
hk`1
T |g|Wk`1,8pT q.

Remark 5.4 (Lowest order cases). Note that in the case N “ 2, Corollary 5.3 gives
convergence already for the lowest-order case of piecewise constant Regge metrics.
In N ě 3 dimensions however, at least linear elements are needed to obtain norm
convergence from (5.2). In §7 we will confirm this requirement through a numerical
example in N “ 3 case. It is consistent with the results in [21, Theorem 4.1] and
[22, Corollary 4.3] where, for dimensions greater than two, at least linear Regge
elements were needed to obtain convergence for the densitized distributional scalar
curvature and Einstein tensor, respectively.

Remark 5.5 (Applicability to embedded hypersurfaces). Let Mh be a piecewise
smooth N -dimensional hypersurface embedded in RN`1 approximating a smooth
hypersurface. Let Vk

h denote the degree k Lagrange finite element space on a mesh
Th of Ω, a subspace of the space in (2.16). Letting Ω Ă RN take the role of a
parameter domain for the hypersurface, assume that Mh “ ΦhpΩq for some em-
bedding Φh P rVk

hsN`1. Then, the induced metric tensor gh “ pgradΦhqT gradΦh

is tt-continuous, and thus defines a Regge metric in Reg
2pk´1q

h . Therefore, Theo-
rem 5.2 and Corollary 5.3 can be applied.

5.2. Roadmap of the proof. To prove Theorem 5.2 and Corollary 5.3 we use
(3.36) to rewrite the error as an integral representation. Namely, letting gptq :“
ḡ ` pgh ´ ḡqt and σ :“ g1ptq “ gh ´ ḡ, by the fundamental theorem of calculus and
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Theorem 3.20, we obtain the following integral representation of the error
´

QωĂ pghq ´ pQωqpḡq

¯

pUq “

ż 1

0

d

dt
QωĂ pgptqqpUq dt

“

ż 1

0

papgptq;σ, Uq ` bpgptq;σ, Uqq dt,

where ap¨; ¨, ¨q and bp¨; ¨, ¨q are defined as in (3.37) and (3.38), respectively.
We estimate bilinear form ap¨; ¨, ¨q directly in Proposition 5.12 below, whereas

for bilinear form bp¨; ¨, ¨q we use the relation of the distributional covariant incom-
patibility operator, (4.24), and estimate it via its adjoint, (4.26) of Theorem 4.7,

bpgptq;σ, Uq “ ´2 IncσĆ pBq “ 2 pdivdivBČ qpσq,

with B “ SAgptqpUq, as done in Proposition 5.17 below.

5.3. Basic estimates. We assume that the approximation property limhÑ0 }gh ´

ḡ}L8pΩq “ 0 and stability estimate suphą0 maxTPTh
}gh}W 2,8pT q ă 8, both as-

sumptions of Theorem 5.2, tacitly hold in the remainder of this section. These
assumptions have some elementary consequences that we record here for reference
(see e.g. [20] for a derivation). For every h sufficiently small, every t P r0, 1s, and
every vector w with unit Euclidean length there holds

}gptq}L8 ` }gptq´1}L8 À 1, max
TPTh

|gptq|W 2,8pT q À 1,(5.3a)

1 À inf
Ω

pwT gptqwq ď sup
Ω

pwT gptqwq À 1,(5.3b)

where we interpret gptq as matrix and w as column vector in (5.3b). Note that
(5.3b) implies the existence of positive lower and upper bounds on the inverse as
well

1 À inf
Ω

pwT gptq´1wq ď sup
Ω

pwT g´1ptqwq À 1.

In addition, the inequalities }gptq}L8 À 1 and }g´1ptq}L8 À 1 imply that

}ρ}LppD,gpt2qq À }ρ}LppD,gpt1qq À }ρ}LppD,gpt2qq,

}ρ}LppDq À }ρ}LppD,gpt1qq À }ρ}LppDq

(5.3c)

for every t1, t2 P r0, 1s, every admissible submanifold D, every p P r1,8s, every
tensor field ρ having finite LppDq-norm, and every h sufficiently small. We select
h0 ą 0 so that (5.3a–5.3c) hold for all h ď h0, and we tacitly use these inequalities
throughout our analysis.

We will also need the following auxiliary result.

Lemma 5.6. Let g1 and g2 be two symmetric positive definite matrices, and let ν
be a Euclidean unit vector. Let with the notation gννi “ gabi νaνb

ν̂gi “
1

a

gννi
g´1
i ν, i “ 1, 2.

Then there exists a constant c ą 0 depending on the Euclidean norms |g1|, |g2|,
|g´1

1 |, |g´1
2 | such that

|ν̂g1 ´ ν̂g2 | ď c|g1 ´ g2|.

Proof. See e.g. [21, Lemma 4.6]. □

As preparation, we estimate some geometric quantities arising frequently.
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Lemma 5.7. Let D P tT, F,Eu be a volume, codimension 1, or codimension 2
domain of Th, Agptq the mapping defined in (3.2), and gptq “ ḡ ` pgh ´ ḡqt. There
holds for all t P r0, 1s and p P r1,8s

}AgptqpUq}LppDq À }U}LppDq,

}AgptqpUq ´ AḡpUq}LppDq À }ḡ ´ gh}L8pDq}U}LppDq,

}ωDpgptqq}L8pDq ` }Rgptq}L8pT q ` }ν̂gptq}L8pF q À 1.

Proof. Follows directly by the assumptions on ḡ and gh and the definition (3.2) of
Ag with coordinate expression (3.9). □

The following estimates on boundary facets are crucial for the analysis.

Lemma 5.8. Let U P H2
0 pΩ,RÑˆÑ

sym q, gptq “ ḡ ` pgh ´ ḡqt, and Agptq “ AgptqU .

There holds for all F P F̊h and t P r0, 1s

}JIIgptqK}L8pF q À }Jgh ´ ḡK}W 1,8pF q,

}JpdivgptqAgptq ` divFgptqSAgptqqν̂gptq
K}L2pF q À }Jḡ ´ ghK}W 1,8pF q}U}L2pF q

` }Jgh ´ ḡK}L8pF q |U |H1pF q.

If gh is piecewise constant the W 1,8pF q-norm in both inequalities can be replaced
by the L8pF q-norm.

Proof. For the first statement see e.g. [21, Lemma 4.9].
To prove the second claim we first define the abbreviation g̃ :“ gptq and consider

the covariant divergence of a fourth order tensor in coordinates with Γk
ij denoting

the Christoffel symbols of second kind with respect to g̃

pdivg̃Ag̃qjkl “ grsBrpAg̃qsjkl ´ grsΓp
rspAg̃qpjkl ´ grsΓp

rjpAg̃qspkl

´ grsΓp
rkpAg̃qsjpl ´ grsΓp

rlpAg̃qsjkp.

Using (iteratively) that JabK “ JaKttbuu ` ttauuJbK, with ttauu :“ 0.5pa` ` a´q the
mean value of a, coordinate expression (3.9) yields for the first term in the diver-
gence expression for each k, l

}JgrsBrpAg̃qsjklν̂
j
g̃K}L2pF q À }JBipAg̃qijklpν̂ g̃qjK}L2pF q

À }JpBi det g̃
´1qεij αεkl βUαβ ` det g̃´1εij αεkl βBiUαβK}L2pF q}ttν̂ g̃uu}L8pF q

` }Jν̂ g̃K}L8pF q}ttpBi det g̃
´1qεij αεkl βUαβ ` det g̃´1εij αεkl βBiUαβuu}L2pF q

À|Jg̃K|W 1,8pF q}U}L2pF q ` }Jg̃K}L8pF q|U |H1pF q ` }Jν̂ g̃K}L8pF qp}U}L2pF q ` |U |H1pF qq.

For the last inequality we used Lemma 5.6 and Lemma 5.7. Using that the jump is
zero for the exact smooth metric ḡ together with g̃ ´ ḡ “ tpgh ´ ḡq and Lemma 5.6

}Jg̃K}W 1,8pF q “ }Jg̃ ´ ḡK}W 1,8pF q À }Jgh ´ ḡK}W 1,8pF q,

}Jν̂ g̃K}L8pF q “ }Jν̂ g̃ ´ ν̂ ḡK}L8pF q À }Jgh ´ ḡK}L8pF q,

we obtain the estimate

}grsJBrpAg̃qsjklν̂
j
g̃K}L2pF q À }Jgh ´ ḡK}L8pF q |U |H1pF q ` }Jgh ´ ḡK}W 1,8pF q}U}L2pF q.
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Analogously there holds for the remaining three terms of the covariant divergence
pdivg̃Ag̃qjkl

}JgrsΓp
rspAg̃qpjklν̂

j
g̃K}L2pF q

ď }JΓK}L8pF q}ttpAg̃qijklν̂
j
g̃uu}L2pF q ` }ttΓuu}L8pF q}JpAg̃qijklν̂

j
g̃K}L2pF q

À }Jḡ ´ ghK}W 1,8pF q}U}L2pF q ` }Jḡ ´ ghK}L8pF q}U}L2pF q.

As the surface divergence divFgptqSAgptq can be estimated in the same way we obtain
the second claim. Finally, we note that for piecewise constant gh there holds due
to the smoothness of ḡ that }Jgh ´ ḡK}W 1,8pF q “ }Jgh ´ ḡK}L8pF q. □

5.4. Estimating bilinear form a. We start by estimating the terms involved in
(3.37). Note that the appearing inner products have to be understood with respect
to the metric gptq “ ḡ ` pgh ´ ḡqt and recall that σ “ gh ´ ḡ.

Lemma 5.9. There holds for the volume term of (3.37) for all t P r0, 1s

ˇ

ˇ

ˇ

ÿ

TPTh

ż

T

`

xLp1q
σ Rgptq, Agptqy ´

1

2
trgptqpσqxRgptq, Agptqy

˘

ωT pgptqq

ˇ

ˇ

ˇ
À}ḡ ´ gh}L2}U}L2 ,

where L
p1q
σ , cf. (3.15), has to be understood with respect to gptq.

Proof. Follows directly by Hölder inequality and Lemma 5.7, e.g.,
ˇ

ˇ

ˇ

ˇ

ż

T

xLp1q
σ Rgptq, AgptqyωT pgptqq

ˇ

ˇ

ˇ

ˇ

À }Rgptq}L8pT q}σ}L2pT q}Agptq}L2pT q

À }σ}L2pT q}U}L2pT q.

□

Lemma 5.10. There holds for the codimension 1 term of (3.37) for all t P r0, 1s
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

FPF̊h

ż

F

JIIgptqK : SF pσq : Agptq,F ν̂gptqν̂gptqF ωF pgptqq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

À max
TPTh

`

h´1
T }gh ´ ḡ}W 1,8pT q

˘

ˆ ~gh ´ ḡ~2 ~U~2 .

If gh is piecewise constant the W 1,8pT q-norm can be replaced by the L8pT q-norm.

Proof. Using Lemma 5.7 and Lemma 5.8 there holds noting that }SF pσq}L2pF q À

}σF }L2pF q

ˇ

ˇ

ˇ

ˇ

ż

F

JIIgptqK :SF pσq :Agptq,F ν̂gptqν̂gptqF ωF pgptqq

ˇ

ˇ

ˇ

ˇ

À}SF pσq}L2pF q}}JIIgptqK}L8pF q}U}L2pF q

À}σF }L2pF q}Jgh ´ ḡK}W 1,8pF q}U}L2pF q.

With the trace inequality

}U}2L2pF q ď Cph´1
T }U}2L2pT q ` hT |U |2H1pT qq, F Ă BT,(5.4)

we get

}σF }2L2pF q}Jgh ´ ḡK}2W 1,8pF q}U}2L2pF q

À
`

h´1
T

2
ÿ

i“1

}gh ´ ḡ}W 1,8pTiq

˘2
p}σ}2L2pT1q`h2T1

|σ|2H1pT1qqp}U}2L2pT1q`h2T1
|U |2H1pT1qq.
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Due to the shape-regularity of Th, we have C´1 ď hT1
{hT2

ď C for some constant
C independent of h and F , and thus

ˇ

ˇ

ˇ

ˇ

ż

F

JIIgptqK : SF pσq : Agptq,F ν̂gptqν̂gptqF ωF pgptqq

ˇ

ˇ

ˇ

ˇ

À max
TPTh

`

h´1
T }gh ´ g}W 1,8pT q

˘

ˆ ~gh ´ ḡ~2 ~U~2 .

If gh is piecewise constant there holds by the smoothness of the exact metric ḡ that
}Jgh ´ ḡK}W 1,8pF q “ }Jgh ´ ḡK}L8pF q. □

Lemma 5.11. There holds for the codimension 2 term of (3.37) for all t P r0, 1s
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

EPE̊h

ż

E

trgptqpσEqΘEpgptqqpAgptqqµ̂gptqν̂gptqν̂gptqµ̂gptq
ωEpgptqq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

À

ˆ

max
TPTh

h´2
T }gh ´ ḡ}L8pT q

̇

}}gh ´ ḡ}}2 }}U}}2 .

Proof. Follows analogously to [21, Lemma 4.13]. □

Proposition 5.12. Let gptq “ ḡ ` pgh ´ ḡqt, σ “ gh ´ ḡ, and U P H2
0 pΩ,RÑˆÑ

sym q.
There holds for all t P r0, 1s

|apgptq;σ, Uq| À

ˆ

1 ` max
TPTh

h´1
T }gh ´ ḡ}W 1,8pT q ` max

TPTh

h´2
T }gh ´ ḡ}L8pT q

̇

ˆ }}gh ´ ḡ}}2 }U}H2 .

Assume that gh “ Ikhḡ is an interpolant fulfilling assumptions (5.1) with a p P r2,8s.
Then for k ě 1

ˇ

ˇapgptq;σ, Uq
ˇ

ˇ À

˜

ÿ

TPTh

h
ppk`1q

T |ḡ|Wk`1,ppT q

¸1{p

}U}H2 .

Proof. Combine Lemmas 5.9–5.11 and the approximation assumptions (5.1) on the
interpolation operator together with

}gh ´ ḡ}L2pΩq ď |Ω|
1
2 ´ 1

p }gh ´ ḡ}LppΩq,
˜

ÿ

TPTh

h2T |gh ´ ḡ|2H1pT q

¸
1
2

ď |Ω|
1
2 ´ 1

p

˜

ÿ

TPTh

hpT |gh ´ ḡ|
p
W 1,ppΩq

¸
1
p

,

˜

ÿ

TPTh

h4T |gh ´ ḡ|2H2pT q

¸
1
2

ď |Ω|
1
2 ´ 1

p

˜

ÿ

TPTh

h2pT |gh ´ ḡ|
p
W 2,ppΩq

¸
1
p

,

(5.5)

for p P r2,8q and standard modifications for p “ 8. □

Remark 5.13. Proposition 5.12 shows optimal convergence rates in the H´2-norm
despite the lowest-order case of piecewise constant Regge metrics, k “ 0. The crit-
ical term destroying the convergence is the codimension 2 term from Lemma 5.11.
This behavior has been observed also for the scalar curvature and Einstein tensor
in [21, 22] for N ě 3, where the same (adapted) term yields to suboptimal rates.
We verify numerically that Lemma 5.11 and thus Proposition 5.12 are sharp. We
show in §6.1 that ap¨; ¨, ¨q is zero in two dimensions.
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5.5. Estimating bilinear form b. Next, we estimate the terms involved in (3.38),
or, more precisely, its adjoint (4.26) of Theorem 4.7

bpgptq;σ, Uq “ ´2 IncσĆ pBq “ 2 pdivdivBČ qpσq, B “ SAgptqpUq,

starting with the volume terms.

Lemma 5.14. There holds for the volume term of (4.26) for all t P r0, 1s

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

TPTh

ż

T

xσ, divgptqdivgptqSAgptqyωT pgptqq

ˇ

ˇ

ˇ

ˇ

ˇ

À }σ}L2pΩq}U}H2pΩq.

Proof. Follows by Hölder inequality and Lemma 5.7. □

Lemma 5.15. There holds for the codimension 1 term of (4.26) for all t P r0, 1s

ˇ

ˇ

ˇ

ÿ

FPF̊h

ż

F

q
xσF , pdivgptqSAgptq ` divFgptqSAgptqqν̂gptq

y

` σF : IIgptq : pSAqgptq,ν̂gptqν̂gptq
´ xIIgptq b σF , SAgptqy

y
ωF pgptqq

ˇ

ˇ

ˇ
(5.6)

À ~σ~2

´

max
TPTh

ph´1
T }ḡ ´ gh}W 1,8pT qq ~U~2 ` max

TPTh

ph´1
T }ḡ ´ gh}L8pT qq ~∇δU~2

¯

,

where ∇δU denotes the Euclidean gradient instead of the covariant one. If gh is
piecewise constant the W 1,8pT q-norm can be replaced by the L8pT q-norm.

Proof. The last two terms of (5.6) involving the second fundamental form can be
estimated as in the proof of Lemma 5.10. For the first term we use Hölder and
Lemma 5.8

ˇ

ˇ

ˇ

ˇ

ż

F

xσF , JpdivgptqSAgptq ` divFgptqSAgptqqν̂gptq
KyωF pgptqq

ˇ

ˇ

ˇ

ˇ

À }σF }L2pF q}JpdivgptqSAgptq ` divFgptqSAgptqqν̂gptq
K}L2pF q

À }σF }L2pF q

´

}Jḡ ´ ghK}W 1,8pF q}U}L2pF q ` }Jgh ´ ḡK}L8pF q |U |H1pF q

¯

.

Applying trace inequality (5.4) and using the shape regularity, as in the proof of
Lemma 5.10 gives the desired result

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

FPF̊h

ż

F

xσF , JpdivgptqSAgptq ` divFgptqSAgptqqν̂gptq
KyωF pgptqq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

À ~σ~2

´

max
TPTh

ph´1
T }ḡ ´ gh}W 1,8pT qq ~U~2 ` max

TPTh

ph´1
T }ḡ ´ gh}L8pT qq ~∇δU~2

¯

.

□

The codimension 2 term of (4.26) is zero for dimension N “ 2, σE “ 0 for
0-dimensional E. In higher spatial dimensions it has to be considered leading to
a lower convergence rate than Lemma 5.14 and Lemma 5.15, comparable to the
result of Lemma 5.11 for bilinear form ap¨; ¨, ¨q.
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Lemma 5.16. There holds for the codimension 2 term of (4.26) for all t P r0, 1s
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

EPE̊h

ÿ

FĄE

ż

E

xσE , JpSAgptqqν̂gptqµ̂gptqEEKEF yωEpgptqq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

À max
TPTh

`

h´2
T }gh ´ g}L8pT q

˘

}}σ}}2 }}U}}2 .

Proof. By the shape regularity of Th the number of facets attached to E P E̊ is
bounded by a constant C independent of h. Using that

ř

FĄEJpSAḡqν̂ḡµ̂ḡEEKEF “ 0

for smooth ḡ and U P H2
0 pΩ,RÑˆÑ

sym q there holds
›

›

›

›

›

ÿ

FĄE

xσE , JpSAgptqqν̂gptqµ̂gptqEEKEF y

›

›

›

›

›

L1pEq

“

›

›

›

›

›

ÿ

FĄE

xσE , JpSAgptqqν̂gptqµ̂gptqEE ´ pSAḡqν̂ḡµ̂ḡEEKEF y

›

›

›

›

›

L1pEq

À }gh ´ ḡ}L8pEq}σE}L2pEq}U}L2pEq

and further
ˇ

ˇ

ˇ

ˇ

ˇ

ż

E

ÿ

FĄE

xσE , JpSAgptqqν̂gptqµ̂gptqEEKEF yωEpgptqq

ˇ

ˇ

ˇ

ˇ

ˇ

À }gh ´ g}L8pEq}U}L2pEq}σE}L2pEq.

With the codimension 2 trace inequality

}v}2L2pEq ď C
´

h´2
T }v}2L2pT q ` |v|2H1pT q ` h2T |v|2H2pT q

¯

, E Ă T,

the claim follows. □

Proposition 5.17. Let gptq “ ḡ ` pgh ´ ḡqt, σ “ gh ´ ḡ, and U P H2
0 pΩ,RÑˆÑ

sym q.
There holds for all t P r0, 1s for dimension N ě 3

ˇ

ˇbpgptq;σ, Uq
ˇ

ˇ À

ˆ

1 ` max
TPTh

h´2
T }gh ´ ḡ}L8pT q ` max

TPTh

h´1
T }gh ´ ḡ}W 1,8pT q

̇

ˆ }}gh ´ ḡ}}2 }U}H2

and for N “ 2

|bpgptq;σ, Uq| À

ˆ

1 ` max
TPTh

h´1
T }gh ´ ḡ}L8pT q ` }gh ´ ḡ}W 1,8

h

̇

}}gh ´ ḡ}}2 }U}H2 .

Assume that gh “ Ikhḡ is an interpolant fulfilling assumptions (5.1) with a p P r2,8s.
Then for k ě 0 for N “ 2 and k ě 1 for N “ 3

ˇ

ˇbpgptq;σ, Uq
ˇ

ˇ À

˜

ÿ

TPTh

h
ppk`1q

T |ḡ|Wk`1,ppT q

¸1{p

}U}H2 .

Proof. Analogously to Proposition 5.12, combine Lemmas 5.14–5.16 and the ap-
proximation properties (5.1) of the interpolant together with (5.5). In the case of
N “ 2 Lemma 5.16 does not need to be considered as the codimension 2 terms are
zero. Together with the replacement of the W 1,8 by the L8 norm in Lemma 5.15
we obtain convergence also for piecewise constant metrics k “ 0. □
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5.6. Completing the convergence proofs.

Proof of Theorem 5.2. For two dimensions N “ 2 we use Proposition 5.17 not-
ing that ap¨; ¨, ¨q “ 0 in this case, see Lemma 6.1. In the case N ě 3 combine
Proposition 5.12 and Proposition 5.17. □

Proof of Corollary 5.3. This also follows from Proposition 5.12 and Proposi-
tion 5.17. □

6. The two and three dimensional cases

6.1. Specialization to 2D. In two dimensions, test space (3.1) consists of piece-

wise 0-forms, which are globally continuous, U “
Ź0

pT q X C0pΩq, and the ele-
ments of (2.14) can be characterized, noting that ‹pX5 ^ Y 5q “ ωpX,Y q, via (3.2).
Namely, they are all of the form in (2.16) for some v P U. In [23] the covariant

incompatibility operator inc :
Ź1

pT q d
Ź1

pT q Ñ R has been defined in coordinates

incpσq “ ε̂qiε̂jk
´

Bjqσik ´ BqpΓm
jiσmkq ´ Γl

lqpBjσik ´ Γm
jiσmkq

¯

.

Additionally define the covariant curl of a 2-tensor in the right-handed frame tτ̂ , ν̂u

by curlpσqpXq “ p∇τ̂σqpν̂, Xq ´ p∇ν̂σqpτ̂ , Xq. (A coordinate expression can be
found in [23].)

Proposition 6.1. The distributional densitized Riemann curvature tensor sim-
plifies in 2D to the densitized distributional Gauss curvature (after rescaling by a
factor 4)

KωĄpuq “
ÿ

TPT

ż

T

KuωT `
ÿ

FPF̊

ż

F

JκKFuωF `
ÿ

EPE̊

ΘEupEq, for all u P ŮpT q,

and for the bilinear forms (3.37)–(3.38) there holds for all σ P RegpT q and u P U

apg;σ, uq “ 0,

bpg;σ, uq “ ´2
ÿ

TPT

ż

T

incσ uωT ` 2
ÿ

FPF̊

ż

F

Jcurlpσqpτ̂q ` ∇τ̂ pσν̂τ̂ qKFuωF

´ 2
ÿ

EPE̊

ÿ

FĄE

Jσν̂µ̂KEFupEq.

Especially, bpg; ¨, ¨q coincides with the distributional covariant incompatibility oper-
ator defined in [23] up to a factor ´2.

Proof. Let A “ ´uω b ω. The reduction to the stated expression of the distribu-
tional Gauss curvature was already shown in §2.6.

For proving that apg;σ, uq “ 0 we start with the first volume term of (3.37)

xLp1q
σ R, Ay “ R1212σ

1
1A

1212 ` R1221σ
1
1A

1221 ` R2112σ
2
2A

2112 ` R2121σ
2
2A

2121

“ 2pR1212σ
1
1A

1212 ` R2112σ
2
2A

2112q

“ 2R1212A
1212 trpσq “

1

2
trpσq xR, Ay,

which cancels with the second volume term of (3.37). Next, we consider the bound-
ary terms recalling that SF pσq “ σF ´ trpσF qgF

JIIK : SF pσq : AF ν̂ν̂F “ pστ̂ τ̂ JκK ´ JκKστ̂ τ̂ qAτ̂ ν̂ν̂τ̂ “ 0.
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The claim therefore follows together with trpσEq “ 0 on 0-dimensional vertices.
For proving the stated expression for bpg;σ, uq, we can verify as in [23] that

x∇2σ, SAy “ ´pincσqu.

Further, on each facet F we have with Aτ̂ ν̂ν̂τ̂ “ u and κν̂ “ IIν̂pτ̂ , τ̂q

xJσν̂ν̂II ` p∇σqF ν̂F ` ∇pν̂⌟σq ´ p∇σqν̂FF K, AF ν̂ν̂F y

“ Jσν̂ν̂IIτ̂ τ̂ ` p∇τ̂σqν̂τ̂ ` ∇τ̂ pν̂⌟σqτ̂ ´ p∇ν̂σqτ̂ τ̂ Ku
“ Jσν̂ν̂ κ` p∇τ̂σqν̂τ̂ ´ p∇ν̂σqτ̂ τ̂ ` ∇τ̂ pσν̂τ̂ q ´ σν̂ν̂κKu
“ Jp∇τ̂σqν̂τ̂ ´ p∇ν̂σqτ̂ τ̂ ` ∇τ̂ pσν̂τ̂ qKu “ Jcurlpσqpτ̂q ` ∇τ̂ pσν̂τ̂ qKu,

where we used that with the Leibnitz rule and ∇τ̂ τ̂ “ gp∇τ̂ τ̂ , ν̂qν̂ “ κν̂ ν̂ there holds

∇τ̂ pν̂⌟σqτ̂ “ ∇τ̂ pσν̂τ̂ q ´ σpν̂,∇τ̂ τ̂q “ ∇τ̂ pσν̂τ̂ q ´ σν̂ν̂gp∇τ̂ τ̂ , ν̂q “ ∇τ̂ pσν̂τ̂ q ´ σν̂ν̂κ
ν̂ .

The claim follows now with Aµ̂ν̂ν̂µ̂ “ Aτ̂ ν̂ν̂τ̂ “ u. □

6.2. Specialization to 3D. On a 3-dimensional manifold, using a natural notion
of the curl of a 2-tensor field, one can define a covariant incompatibility operator. In
this subsection, we show that our N -dimensional incompatibility operator coincides
with it when N “ 3. We then show simplifications of our N -dimensional generalized
curvature formula in 3D, and display coordinate formulas, which are also useful for
3D numerical experimentation (in Section 7).

We start by defining the covariant curl of 2-tensors, curl : T2
0pT q Ñ T2

0pT q, by

pcurlσqpX,Y q “ xp‹d∇LσqpXq, Y y, σ P T2
0pT q, X, Y P XpT q.

Here Lσ P T1
1pT q is the result of conversion of σ P T2

0pT q into an endomorphism
per (3.12), and d∇ is the exterior covariant derivative, recalled in (A.12), acting on

Lσ considered as a vector-valued 1-form in
Ź1

pT,XpT qq. Then d∇Lσ is in a vector-

valued 2-form in
Ź2

pT,XpT qq. Using the Hodge dual operator in 3D, we convert
it to the vector-valued 1-form ‹d∇Lσ. (A similar 2D definition can be found in
[23, Eq. (4.3) and Remark 4.1].) Combining two curl operations in succession, with
an intervening transpose, we define the three-dimensional covariant incompatibility
operator inc : SpT q Ñ SpT q by

pincσqpX,Y q “ pcurlpcurlσqT qpX,Y q, σ P SpT q, X, Y P XpT q,

where pcurlσqT pX,Y q :“ pcurlσqpY,Xq. In coordinates, the covariant curl and
incompatibility operator read

rcurlσsij “ ε̂pqlgljpBpσiq ´ Γm
piσmqq, rcurlσs

j
i “ ε̂pqjpBpσiq ´ Γm

piσmqq,

rincσsij “ ε̂pqlε̂rstglj

´

pBpgti ´ gtiΓ
v
vpqpBrσqs ´ Γu

rqσusq

` gtiBppBrσqs ´ Γu
rqσusq ´ Γm

pigtmpBrσqs ´ Γu
rqσusq

¯

,

rincσsij “ ε̂pqj
`

ε̂rsipBppBrσqs ´ Γu
rqσusq ´ Γl

lppBrσqs ´ Γu
rqσusqq

` ε̂rstΓi
ptpBrσqs ´ Γu

rqσusq
˘

.

The Euclidean version of this 3D incompatibility operator (which can be obtained
from the above by setting the metric g to the identity) has appeared extensively in
the elasticity literature—see e.g., [1, 2, 11].
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The next lemma shows the relationship between the above-defined 3D incσ and
the previously defined N -dimensional Incσ of (4.4). Define the metric-dependent
cross product of vector fields yielding 1-forms by

(6.1a) gpX ˆ Y,Zq “ ωpX,Y, Zq, X, Y, Z P XpT q.

It reads in coordinates as pX ˆ Y qi “ ε̂ijkpX5qjpY 5qk. Similar formulas yield the
tensor cross product [8] between two matrices A,B P T2

0pT q as well as between a
matrix and a vector field u P XpT q, as follows:

pAˆBqij :“ ε̂iklε̂jmnAkmBln, pAˆ uqij :“ ε̂jklAi
kul.(6.1b)

Lemma 6.2. Let T P T , U P U, A “ AU P A, and Q “ I ´ ν̂ b ν̂ the projection
to the tangent space of a facet F of T with g-normal ν̂. Then, at a point p,

xIncσ,Ay “ xincσ, Uy, p P T,(6.2)

xp∇σqF ν̂F ´ p∇σqν̂FF , AF ν̂ν̂F y “ xQpcurlσqT ˆ ν̂, UF y, p P F.(6.3)

Proof. To prove the stated identities it is helpful to work with Riemann normal
coordinates (also called geodesic coordinates). At each point p P T , a chart with
these coordinates, which we denote by x̃i, are such that [28, Proposition 5.24] the
metric tensor with respect to x̃i becomes the identity and the Christoffel symbols
vanish at the point p, i.e.,

g̃ij |p “ δij , Γ̃ijk|p “ 0.

We use a tilde to denote quantities in the Riemann normal coordinates.
To prove (6.2), we use (4.5) and Riemann normal coordinates. Starting with the

left-hand side of the first identity and using Proposition 3.9, we get

xIncσ,Ay “ ´x∇2σ, SAy “ ´x∇2σ, SAUy

“
`

B̃lB̃kσ̃ij ´ B̃lΓ̃ikασ̃αj ´ B̃lΓ̃kjασ̃iα
˘

εlipεkjqŨpq

“
`

B̃lB̃kσ̃ij ´ B̃lΓ̃ikασ̃αj
˘

εlipεkjqŨpq,

which is, using the symmetry of U and the Christoffel symbols, the same as

xincσ, Uy “
`

εiklεjmnB̃kB̃mσ̃ln ´ εjklεiαβ σ̃γβ B̃kΓ̃αlγ

˘

Ũij .

To prove (6.3), we have for the left-hand side in Riemann normal coordinates
and the coordinate system tτ̂1, τ̂2, ν̂u with the g-orthonormal tangent vectors τ̂ i,

xp∇σqF ν̂F ´ p∇σqν̂FF , AF ν̂ν̂F y “
`

pB̃τ̃i σ̃qτ̃j ν̃ ´ pB̃ν̃ σ̃qτ̃iτ̃j

˘

Ũpν̃ ˆ τ̃i, ν̃ ˆ τ̃jq

“
`

pBτ̃1 σ̃qν̃τ̃1 ´ pBν̃ σ̃qτ̃1τ̃1

˘

Ũτ̃2τ̃2 ´
`

pBτ̃1 σ̃qν̃τ̃2 ´ pBν̃ σ̃qτ̃1τ̃2

˘

Ũτ̃2τ̃1

´
`

pBτ̃2 σ̃qν̃τ̃1 ´ pBν̃ σ̃qτ̃2τ̃1

˘

Ũτ̃1τ̃2 `
`

pBτ̃2 σ̃qν̃τ̃2 ´ pBν̃ σ̃qτ̃2τ̃2

˘

Ũτ̃1τ̃1

and for the right-hand side written in the basis tτ̂1, τ̂2, ν̂u

xQ curlpσqT ˆ ν̂, UF y

“

¨

˝

pB̃τ̃2 σ̃qτ̃2ν̃ ´ pB̃ν̃ σ̃qτ̃2τ̃2 pB̃ν̃ σ̃qτ̃1τ̃2 ´ pB̃τ̃2 σ̃qτ̃1ν̃ 0

pB̃ν̃ σ̃qτ̃2τ̃1 ´ pB̃τ̃1 σ̃qτ̃2ν̃ pB̃τ̃1 σ̃qτ̃1ν̃ ´ pB̃ν̃ σ̃qτ̃1τ̃1 0
0 0 0

˛

‚:

¨

˝

Ũτ̃1τ̃1 Ũτ̃1τ̃2 0

Ũτ̃2τ̃1 Ũτ̃2τ̃2 0
0 0 0

˛

‚.

The claim follows by noting that the expressions coincide. □
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Next, we proceed to examine the terms of the generalized Riemann curvature
in 3D. We again use the mapping (3.2) to identify the test functions A “ AU P A

with U P U via

pAUqpX,Y, Z,W q “ xU, ‹pX5 ^ Y 5q d ‹pW 5 ^ Z5qy

“ xU, ‹pX5 ^ Y 5q b ‹pW 5 ^ Z5qy

“ U
`

p‹pX5 ^ Y 5qq7, p‹pW 5 ^ Z5qq7
˘

“ ´UpX ˆ Y, Z ˆW q,(6.4)

where in the last step we have used the 3D cross product of (6.1a), which is easily
seen to satisfy X ˆ Y “ p‹pX ^ Y qq7.

Lemma 6.3. When N “ 3, the metric-independent test space equals the Regge
space, i.e.,

Ů “ R̊egpT q.

Proof. By the definition of U in (3.1), any U P U “
Ź1

pT q d
Ź1

pT q is a linear
combination of symmetric dyadic products of coordinate 1-forms dxi, namely

U “ Uijpdxi b dxj ` dxj b dxiq.

Any element of R̊egpT q takes the same form. Since the interface continuity con-

ditions and boundary conditions of Ů and R̊egpT q match, they must be the same
space. □

The curvature operator Q defined in Remark 3.8 simplifies to a symmetric 2-
tensor in three dimensions. In coordinates, it reads, by (3.11),

(6.5) Qij “ pA´1Rqij “ ´
1

4
ε̂i klε̂j mnRklmn.

Motivated by (6.2), let us define a generalized 3D incompatibility operator incĂ as
a linear functional on the Regge space by

(6.6) incσĆpUq “ IncσĆ pAUq, U P R̊egpT q,

where IncσĆ is as in Definition 4.5.

Proposition 6.4. The distributional densitized Riemann curvature tensor in 3D
yields (after rescaling by a factor of 4) the following densitized distributional cur-

vature QωĂ as a functional on the Regge space:

QωĂ pUq “
ÿ

TPT

ż

T

xQ, UyωT ´
ÿ

FPF̊

ż

F

xJIIK, UF yωF `
ÿ

EPE̊

ż

E

ΘE Uτ̂ τ̂ ωE ,(6.7)

for all U P R̊egpT q, where II
ν̂

“ SF IIν̂ “ IIν̂ ´ H ν̂gF is the trace-reversed second
fundamental form with SFV “ VF ´ trpVF qgF the trace-reversed part of a 2-tensor
V restricted to the facet F , and τ̂ “ ν̂ˆ µ̂ is a tangent vector along the edge E. The
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bilinear forms (3.37)–(3.38) read, for all σ P RegpT q and U P R̊egpT q, as follows:

apg;σ, Uq “ ´2
ÿ

TPT

ż

T

Q : σ : U ωT

´ 2
ÿ

FPF̊

ż

F

JIIK : SF pσq : SF pUqωF

´ 2
ÿ

EPE̊

ż

E

ΘE στ̂ τ̂ Uτ̂ τ̂ ωE ,

bpg;σ, Uq “ ´2
ÿ

TPT

ż

T

xincσ, UyωT

` 2
ÿ

FPF̊

ż

F

xJQpcurlσqT ˆ ν̂ ´ σν̂ν̂II ´ SF∇pν̂⌟σqK, UF yωF

´ 2
ÿ

EPE̊

ż

E

ÿ

FĄE

Jσν̂µ̂KEFUτ̂ τ̂ ωE .

Moreover, the latter expression is related to the generalized 3D covariant incom-
patibility operator of (6.6) by

(6.8) bpg;σ, Uq “ ´2 incσĆpUq.

Proof. To prove (6.7), we start with the identity of Theorem 3.4. Note that within
each element, using (3.6) and the definition of Q in (3.8)

xR,AUy “ xAQ,AUy “ x‹d2Q, ‹d2Uy “ 4xQ, Uy,

where the last identity followed from (A.11) with N “ 3. This produces the first
term on the right-hand side of (6.7). To obtain the facet term in (6.7), we use
Proposition 3.9, (6.1b), and the identities pν̂b ν̂q ˆV “ ´SFV T and xVF ,SFW y “

xSFV,WF y for any 2-tensors V,W , which can be shown by a direct computation,

xJIIK, pAUq¨ν̂ν̂¨y “ JIIKijrAU siklj ν̂kν̂l “ ´JIIKij ε̂ik α ε̂lj β Uαβ ν̂kν̂l

“ xJIIK, pν̂ b ν̂q ˆ Uy “ ´xJIIK,SFUy “ xJIIK, UF y.
(6.9)

Finally, the codimension 2 term in (6.7) also follows by Proposition 3.9

pAUqµ̂ν̂ν̂µ̂ “ ´ε̂ij α ε̂kl β Uαβµ̂iν̂j ν̂kµ̂l “ Uαβ τ̂
ατ̂β ,

where τ̂ “ ν̂ ˆ µ̂ is the tangent vector of the edge E.
Next, let us prove the stated expressions for a and b. By (6.4) and (6.5),

xLp1q
σ R,AUy “ ε̂ijoε̂klpQ

opσi
aε̂

ajmε̂klnUmn

“ 2
`

δ a
i δ

m
o ´ δ m

i δ a
o

˘

Qonσi
aUmn

“ 2 trpσqxQ, Uy ´ 2Q : σ : U,

where we used the identities εklpε
kln “ 2δ n

p and εijoε
ajm “ δ a

i δ
m

o ´ δ m
i δ a

o . The
first term cancels with

´
1

2
trpσqxR,AUy “ ´2 trpσqxQ, Uy.

For the codimension 1 term we have similar to (6.9)

JIIK : SF pσq : AF ν̂ν̂F “ ´JIIK : SF pσq : SF pUq.
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There holds pAUqµ̂ν̂ν̂µ̂ “ Uτ̂ τ̂ and trpσEq “ στ̂ τ̂ , proving the expression of apg;σ, Uq.
The stated expression for bpg;σ, Uq follows from Lemma 6.2 and

xσν̂ν̂II ` ∇pν̂⌟σq, AF ν̂ν̂F y “ ´xJσν̂ν̂II ` SF∇pν̂⌟σqK, UF y.

Finally, (6.8) follows from (4.24). □

Remark 6.5 (Distributional incompatibility in the 3D Euclidean case). Assume that
the triangulation T consists of non-curved simplices. In the Euclidean case, when
the metric is the identity, Proposition 6.4 and (6.8), after simplifications, yield

incσĆpUq “
ÿ

TPT

ż

T

xincσ, Uy dx

´
ÿ

FPF̊

ż

F

xJQpcurlσqT ˆ ν ´ SF pgradF σνqK, UF y ds

`
ÿ

EPE̊

ż

E

ÿ

FĄE

JσνµKEFUττ dl,(6.10)

where dx, ds, and dl are the volume, surface, and line elements, respectively, and all
involved differential operators and tangent, normal, and conormal vectors are the
standard Euclidean ones in 3D. Since inc is a constant-coefficient linear differential
operator in the Euclidean case, it has a classical generalization as a distributional
derivative when applied to a σ that is only piecewise smooth, given by

pincσqdistpφq “

ż

Ω

σ : incφ dx

for all φ in DpΩq3ˆ3 with components in the Schwartz space of smooth compactly

supported test functions. Observe that pincσqdistpφq equals incσĆpφq “ IncσĆ pAφq

by Theorem 4.1. Hence the linear functional in (6.10) gives the distributional inc
when applied with U “ φ. When σ is in the lowest order (piecewise constant)
Regge space, equation (6.10) reduces to the formula for (Euclidean) distributional
incompatibility of σ derived in [13].

7. Numerical examples

In this section we show that the theoretical convergence rates from Corollary 5.3
are sharp, in as far as can be confirmed by numerical experiments. All experiments
were performed in the open source finite element software NGSolve1 [36, 37], where
the Regge elements are available.

We consider in dimension N “ 3 the example proposed in [21] on the unit
cube Ω “ p´1, 1q3 and the Riemannian metric tensor is induced by the embedding
px, y, zq ÞÑ px, y, z, fpx, y, zqq, where fpx, y, zq :“ 1

2 px2 ` y2 ` z2q ´ 1
12 px4 ` y4 `

z4q. We will use the equivalent formulation of the curvature operator (6.7) and
emphasize that the test function A and formulation (2.15) can also be used. The

1www.ngsolve.org

www.ngsolve.org
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Oph3q

Figure 3. Convergence of the distributional curvature operator
Q in the H´2pΩq-norm for N “ 3 with respect to the number of

degrees of freedom (ndof) of gh P Regkh for k “ 0, 1, 2.

k “ 0 k “ 1 k “ 2

h Error Order Error Order Error Order

3.46 ¨ 10´0

1.75 ¨ 10´0

9.76 ¨ 10´1

5.28 ¨ 10´1

2.68 ¨ 10´1

1.34 ¨ 10´1

6.83 ¨ 10´2

1.74 ¨ 10´1

1.07 ¨ 10´1 0.71
4.12 ¨ 10´2 1.64
1.73 ¨ 10´2 1.41
8.00 ¨ 10´3 1.14
3.86 ¨ 10´3 1.06
1.88 ¨ 10´3 1.07

1.04 ¨ 10´1

2.84 ¨ 10´2 1.98
1.21 ¨ 10´2 1.38
3.74 ¨ 10´3 1.82
1.02 ¨ 10´3 2.04
2.65 ¨ 10´4 2.00
6.77 ¨ 10´5 2.01

1.36 ¨ 10´2

1.89 ¨ 10´2 -0.48
2.33 ¨ 10´3 3.72
3.27 ¨ 10´4 2.94
4.41 ¨ 10´5 2.99
5.64 ¨ 10´6 3.11

Table 1. Convergence of the distributional curvature operator Q.
Same as Figure 3, but in tabular form.
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q-
n
or
m

of
(7
.1
)
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F2 gp“ 7
F3 gp“ 7

Oph2q

Figure 4. Convergence of the three functionals F1, F2, and F3

in (7.1) in the H´2pΩq-norm with respect to number of degrees
of freedom (ndof) for 5 and 7 Gauss quadrature points (gp) in
dimension N “ 3. Left: k “ 0. Right: k “ 1.
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components of the curvature operator read

Qxx “
9pz2 ´ 1qpy2 ´ 1q

detpḡq
`

qpxq ` qpyq ` qpzq ` 9
˘ ,

Qyy “
9pz2 ´ 1qpx2 ´ 1q

detpḡq
`

qpxq ` qpyq ` qpzq ` 9
˘ ,

Qzz “
9px2 ´ 1qpy2 ´ 1q

detpḡq
`

qpxq ` qpyq ` qpzq ` 9
˘ ,

Qxy “ Qxz “ Qyz “ 0,

where qpxq “ x2px2 ´ 3q2.

We compute the H´2pΩq-norm of the error f :“ QωĂ pghq ´ Qωpḡq by using that
}f}H´2pΩ,R3ˆ3

symq
is equivalent to }V }H2pΩ,R3ˆ3

symq
, where V P H2

0 pΩ,R3ˆ3
symq solves the

biharmonic equation ∆2V “ f applied to each component. This equation will be
solved numerically using the (Euclidean) Hellan–Herrmann–Johnson (HHJ) method
[16] for each component of V (Although the HHJ method was originally defined
only for two-dimensional domains, it is straight forward to extend it to arbitrary
dimensions, see e.g. [29].). To avoid that the discretization error spoils the real

error, we use for Vh two polynomial orders more than for gh P Regkh.

We will consider a structured mesh consisting of 6 ¨ 23i tetrahedra, with h̃ “

maxT hT “
?
3 21´i (and minimal edge length 21´i) for i “ 0, 1, . . . . We perturb

each component of the inner mesh vertices by a random number drawn from a uni-
form distribution in the range r´h̃ 2´3.5, h̃ 2´3.5s to avoid possible superconvergence
due to mesh symmetries. As shown in Figure 3 and displayed in Table 1, we obtain
linear convergence when gh P Regkh has polynomial degree k “ 0. For k “ 1 and
k “ 2, higher convergence rates are obtained as expected. Therefore, Corollary 5.3
is sharp for k ě 1. For k “ 0 we observe numerically linear convergence, which
is better than predicted by Corollary 5.3. Further investigations suggest, however,
that the observed linear convergence for k “ 0 is only pre-asymptotic. To test if
Lemma 5.11, Lemma 5.16 (adapted to dimension N “ 3), and the sum of both are
sharp, we compute the H´2pΩq-norm of the linear functionals

F1 : U ÞÑ
1

2

ż 1

0

ÿ

EPE̊

ż

E

στ̂gptqτ̂gptq
ΘEpgptqqUτ̂gptqτ̂gptq

ωEpgptqq dt,

F2 : U ÞÑ ´
1

2

ż 1

0

ÿ

EPE̊

ÿ

FĄE

ż

E

στ̂gptqτ̂gptq
JUν̂gptqµ̂gptq

KEF ωEpgptqq dt,

F3 “ F1 ` F2,

(7.1)

where we approximate the parameter integral by a Gauss quadrature with five and
seven quadrature points. As depicted in Figure 4, the norm of this functional for
the optimal-order interpolant gh with k “ 0 stagnates at about 2.5 ¨ 10´4 after
first converging with a cubic rate. The level of stagnation is lower than the overall
error of about 2 ¨ 10´3 for the finest grid, see Table 1. The loss of convergence
is not due to approximation of the parameter integral, as the results change only
marginally when going from five to seven integration points. Therefore, the lack of
convergence stated by Corollary 5.3 is not yet visible in Figure 3. For linear elements
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k “ 1 quadratic convergence rates are obtained as expected from Lemma 5.11 and
Lemma 5.16.

Appendix A. Summary of geometric notions used

Let pΩ, gq be an oriented Riemannian manifold with Ω Ă RN . In this appendix
(only), the metric g is smooth. Here we gather the standard notions in Riemannian
geometry that we have used in previous sections, point out our choice of conventions
or normalizations when multiple options exist, and provide references.

The value of a pk, lq-tensor field ρ P Tk
l pΩq acting on k vectors Xi P XpΩq

and l covectors µj P
Ź1

pΩq is denoted by ρpX1, . . . , Xk, µ1, . . . , µlq. Note that
Ź1

pΩq “ T1
0pΩq and XpΩq “ T0

1pΩq. Note also that it is standard to extend the
Levi–Civita connection ∇ from vector fields to tensor fields (see e.g., [28]) so that
Leibniz rule holds, i.e. for A P Tk

l pΩq

p∇XAqpY1, . . ., Yk, α1, . . . , αlq “ XpApY1, . . . , Yk, α1, . . . , αlqq

´Ap∇XY1, . . . , Yk, α1, . . . , αlq ´ ¨ ¨ ¨ ´ApY1, . . . , Yk, α1, . . . ,∇Xαlq.

Notice that any symmetries of A are preserved by ∇XA. We define the pk `

1, lq-tensor ∇A by p∇AqpX, . . . q “ p∇XAqp. . . q. Higher order operators can be
defined inductively via ∇k`1A “ ∇p∇kAq. We frequently use the second covariant
derivative

(A.1) p∇2
X,YAqp. . . q :“ p∇2AqpX,Y, . . . q

where we have selected the convention of placing the subscripts X,Y as the first
two arguments (rather than the last two, as done in [28, p. 99]).

We use standard operations such as the tensor product b : Tk
l pΩq ˆ Tp

q pΩq Ñ

T
k`p
l`q pΩq, the tangent to cotangent isomorphism 5 : XpΩq Ñ

Ź1
pΩq, the reverse

operation 7 :
Ź1

pΩq Ñ XpΩq, and the wedge product ^ with the normalization
convention set to the so-called determinant convention, so that e.g.,

(A.2) φ^ η “ φb η ´ η b φ, φ, η P
Ź1

pΩq.

All these are exactly as in standard texts [28, 33, 41], where one can also find the

definition of the Hodge dual (Hodge star) ‹ :
Źk

pΩq Ñ
ŹN´k

pΩq, namely,

(A.3) g´1p‹η, µqω “ η ^ µ, η P
Źk

pΩq, µ P
ŹN´k

pΩq.

The unique volume-form over an oriented Riemannian manifold D is denoted by
ωDpgq, and when D “ Ω, we simply abbreviate ωΩ to ω, as in (A.3). There, as
usual, the inner product g´1pφi, ϕjq “ gppφiq7, pϕjq7q between co-vectors φi and ϕj

is extended to k-forms by g´1pφ1 ^ ¨ ¨ ¨ ^φk, ϕ1 ^ ¨ ¨ ¨ ^ϕkq “ detpg´1pφi, ϕjqq. One
can prove, using the properties of the wedge product, that (A.3) implies

(A.4) g´1p‹η, µq “ p´1qkpN´kqg´1pη, ‹µq, η P
Źk

pΩq, µ P
ŹN´k

pΩq.

Given a g´1-orthonormal co-vector basis ei of matching orientation, (A.3) implies

(A.5) ‹pe1 ^ ¨ ¨ ¨ ^ ekq “ ek`1 ^ ¨ ¨ ¨ ^ eN .

Given a general η P
Źk

pΩq, a coordinate frame Bi and its coframe dxj , the Hodge
dual can be computed in terms of components ηi1...ik “ ηpBi1 , . . . , Bikq to get

(A.6) ‹η “

?
det g

pN ´ kq!k!
ηm1...mk

gm1i1 . . . gmkikεi1...ikj1...jN´k
dxj1 ^ ¨ ¨ ¨ ^ dxjN´k .
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In particular,

(A.7) ‹pdxp ^ dxqq “

?
det g

pN ´ 2q!
grpgsq εrsj1...jN´2

dxj1 ^ ¨ ¨ ¨ ^ dxjN´2 .

Using (A.6), one can prove that for vector fields Xi, Yj P XpΩq,

(A.8) ‹pX5
1 ^X5

2 ^ ¨ ¨ ¨ ^XkqpY1, . . . , YN´kq “ ωpX1, X2, . . . , Xk, Y1, . . . , YN´kq.

The notation xX,Y y :“ gpX,Y q denotes the g-inner product for two vector fields
X,Y P XpΩq, as well as its extension to general tensors A,B P Tk

l pΩq through tensor
product compatibility. Then, using coordinates of k-covariant tensors A and B,

(A.9) xA,By “ Ai1...ikg
i1j1 . . . gikjkBj1...jk .

Note that for k-forms η, φ P
Źk

pΩq, this inner product and previously mentioned
g´1 inner product are related by [28, Exercise 2-17]

(A.10) g´1pη, φq “
1

k!
xη, φy.

It is easy to see from (A.3) that the Hodge dual is an isometry in the g´1 inner
product. Hence (A.10) implies that for k-forms η, φ, we have x‹η, ‹φy “ pN ´

kq! g´1p‹η, ‹φq “ pN ´ kq! g´1pη, φq. Therefore

x‹η, ‹φy “
pN ´ kq!

k!
xη, φy, η, φ P

Źk
pΩq,(A.11)

showing that the Hodge dual is a quasi-isometry in the tensor inner product.
The exterior covariant derivative, see e.g. [17, p. 35],

d∇ :
Źk

pΩ,XpΩqq Ñ
Źk`1

pΩ,XpΩqq(A.12)

extends the exterior derivative d from differential forms to e.g. vector-valued dif-
ferential forms. For k “ 0 it coincides with the exterior derivative, d∇ “ d, and the
exterior covariant derivative fulfills the Leibnitz rule

d∇pα ^ ηq “ dα ^ η ` p´1qkα ^ d∇η, for all α P
Źk

pΩq, η P
Źl

pΩ,XpΩqq,

allowing also for an inductive definition of d∇. The Hodge dual in (A.3) can be

readily extended to ‹ :
Źk

pΩ,XpΩqq Ñ
ŹN´k

pΩ,XpΩqq by noting that

Źk
pΩ,XpΩqq »

Źk
pΩq b XpΩq and

ŹN´k
pΩ,XpΩqq »

ŹN´k
pΩq b XpΩq,

and performing the standard Hodge star operation on the alternating part.
The covariant divergence of a tensor A P Tk

0 pΩq, with k ě 1, is defined as the
trace of the covariant derivative of A in its first two components, divA :“ tr12∇A.
(Note that with this convention, in components, the divergence is applied to the
first index of A.) We neglect the subscripts of the trace operator when there is no
possibility of confusion. Equivalently, given a g-orthonormal basis ei,

(A.13) pdivAqpX1, X2, . . .q “

N
ÿ

i“1

p∇Aqpei, ei, X1, X2, . . .q.

for any Xi P XpΩq.
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Next, recall the classical Stokes theorem [27, Theorem 16.11] for pN ´ 1q-forms.
Applying it to the Hodge dual of a 1-form α, we get the divergence theorem for
smooth 1-forms on Riemannian manifolds:

ż

Ω

pdivαq ωΩ “ ´

ż

BΩ

αpν̂qωBΩ , for all α P
Ź1

pΩq,(A.14)

where ν̂ is the inward g-normalized unit normal of the boundary BΩ with the
induced orientation. (Further standard assumptions needed for the existence of the
integrals in the Stokes theorem, such as either the support of α or Ω is compact, are
tacitly placed throughout.) Now, for arbitrary tensors A P Tk`1

0 pΩq and B P Tk
0 pΩq,

we can produce a 1-form by θpXq “ xX⌟A,By, using the standard interior product

(A.15) pX⌟AqpY, . . . q “ ApX,Y, . . . q.

Then applying (A.14) to θ, we obtain the integration by parts formula
ż

Ω

xA,∇ByωΩ “ ´

ż

Ω

xdivA,ByωΩ ´

ż

BΩ

xA, ν̂5
bByωBΩ .(A.16)

Next, consider an pN ´ 1q-dimensional submanifold F of Ω with unit normal
vector ν̂ and let tτ̂1, . . . , τ̂N´1, ν̂u be an oriented g-orthonormal frame on F . Then,
the surface divergence on F of any A P Tk

0 pΩq, k ě 1, can be calculated using this
basis after omitting the last summand in (A.13), i.e.,

(A.17) pdivFAqpX1, X2, . . .q “

N´1
ÿ

i“1

p∇Aqpτi, τi, X1, X2, . . .q

for any Xi P XpΩq. It equals the trace of

(A.18) ∇FA :“ ∇A´ ν̂5
b ∇ν̂A.

This can also be expressed using the Q in (2.2): extending QX “ pid ´ ν̂ b ν̂5
qX

on vectors X to 1-forms η by Qη “ pid ´ ν̂5
b ν̂qη, we see that for the covariant

k-tensor A, ∇FA is obtained by projecting the first argument, or in coordinates,

p∇FAqji1...ik “ Q k
j ∇kAi1...ik .

Integration by parts formula on F , in contrast to (A.16), additionally involves
a term with the mean curvature H ν̂ of F . To see this, expressing the second

fundamental form (in (2.7)) as IIν̂ “ ´∇F ν̂5, the mean curvature of F is given by

(A.19) H ν̂ “ trpIIν̂q “ ´

N´1
ÿ

i“1

gp∇τ̂ i ν̂, τ̂ iq “ ´divF ν̂5.

Here, we have used the sign convention that makes H ν̂ positive for a sphere with
an inward pointing normal vector. To obtain a surface integration by parts formula

for 1-forms α on F , we split α “ αF `αpν̂qν̂5 where αF “
řN´1

i“1 αpτ̂ iqτ̂
5
i represents

the form restricted to the surface. By (A.14) applied to αF , we have

(A.20)

ż

F

pdivFαF q ωF “

ż

BF

αpµ̂q ωBF ,

where µ̂ denotes the inward-pointing g-normalized conormal vector on BF . Since
the splitting of α implies

divFα “ divFαF ` αpν̂qdivF ν̂5,
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equations (A.19) and (A.20) yield
ż

F

pdivFαqωF “ ´

ż

F

H ν̂ αpν̂qωF ´

ż

BF

αpµ̂qωBF , for all α P
Ź1

pΩq.(A.21)

Now, by an argument similar to what we used to go from (A.14) to (A.16), we
obtain the following surface integration by parts formula from (A.21):

(A.22)

ż

F

xA,∇FByωF “ ´

ż

F

xdivFA,ByωF ´

ż

BF

xA, µ̂5
bByωBF

´

ż

F

H ν̂ xA, ν̂5
bByωF ,

for any smooth tensors A P Tk`1
0 pΩq and B P Tk

0 pΩq.
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