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ISQA 523 – Winter 2022
Homework Week 1
Directions
It is OK to work together on the Homework. Of course, make sure that everyone working together on an assignment is learning the material. If you work as a group, every one turn in a copy, but put everyone's name in the note field when turning in the homework under one of your names. And, of course, everyone's name on each document. 
Short-Answer Problems
These concepts can appear on the optional short-answer part of the tests. As part of this homework, answer the following questions, usually just several sentences that include the definition.
What is supervised machine learning? How is it related to regression analysis?
What are the two inter-related goals of supervised machine learning?
Why must the fit of a model always be tested on new data beyond the data used to train the model?
A fitted value of y is computed by the model. Not all fitted values are forecasts. Explain.
How does the graph of x with y compare to the graph of X with Y^ ?
What is the meaning of the slope coefficient in   Y^ = b0 + b1X ? Why is its meaning so useful for the interpretation of the model?
What is the meaning of the residual variable e ?
Briefly explain the concept of the minimization of least squares to obtain the estimated model.
What is the distinction between an analytic solution vs. gradient descent? Which method does regression analysis apply?
How does the standard deviation of the residuals apply to the interpretation of model fit?
How does R-squared apply to the interpretation of model fit as a relative index of fit?
Analysis Problem
Section 1 of the online textbook presents a table with multiple examples of machine learning applications in business. A simple web search of “machine learning applications in business” reveals more examples. Choose an application and write a few paragraphs of how you would apply a regression model to that application in a business of interest to you. (If you wish, you can extend this answer into your course project in place of the Final.)

