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Preliminaries

Read and Prepare data

A classic application of supervised machine learning classification is customer churn. The ability to successfully forecast a customer of a company's services and products about to no longer be a customer allows the company to commit resources to attempt to salvage the relationship.

The following data file contains information on over 7000 customers of a telecom service, including former customers who left the service plan within the last 30 days the data was collected. Build a model to predict customer churn (customer exits the service plan), one of the variables in the data set.
Data: http://web.pdx.edu/~gerbing/data/CustomerChurn.csv

Read and Verify Data

a.
· Read the data into a data frame.
· Display the number of rows and columns in the data file, and the first five lines of the data file, including the variable names.
· Display all variable names and corresponding data values by transposing the output table.
· Display the data type for each variable.

b. The variable TotalCharges is conceptually a numeric variable but is read into the data frame as an object variable, i.e., non-numeric. Convert to numeric. As always, audit (verify) any change to the data table.
Use the following code for the to_numeric function to convert (where d is the data frame name but could be any valid Python name).
d['TotalCharges'] = pd.to_numeric(d['TotalCharges'], errors='coerce')
The errors parameter set to 'coerce' instructs to convert to a NaN any data value that cannot be converted to a legitimate number.

Pre-Process Data

c. Drop the customerID variable.
Hint: Illustrated in several previous notebooks, including 02Wrangle.`

d. Most of the variables are categorical. Pre-process each categorical variable to become a dummy variable, a type of indicator variable. Retain all 𝑘 dummy variables for each categorical variable with 𝑘 levels (to be able to pick and choose the dummy variables to analyze.
Hint: You do not need to list each variable, though could, just the data frame name.

e. To keep the analysis simpler, and to drop excess dummy variables retain just the following (mostly indicator) variables for analysis.
'MonthlyCharges', 'TotalCharges', 'Contract_Month-to-month', 'PaperlessBilling_Yes', 'PaymentMethod_Mailed check', 'PhoneService_Yes', 'tenure', 'Dependents_Yes', 'InternetService_No', 'Churn_Yes'
Hint: See subsetting in 02Wrangling.

f. Simplify the variable names. Rename as follows. Audit.
· MonthlyCharges --> Charges,
· PaperlessBilling_Yes --> Paperless,
· PaymentMethod_Mailed check --> Check,
· PhoneService_Yes --> Phone,
· tenure --> Tenure,
· Dependents_Yes --> Dependents,
· InternetService_No --> Internet,
· Churn_Yes --> Churn
Hint: Several previous examples, including 02Wrangle.

To review the syntax, everything inside { } is called a Python dictionary, a core Python data structure. The dictionary lists keyword-value pairs.

g. Check for missing data. If not too much, delete the offenders. If severe, impute the missing values. Audit.
Hint: Done in 02PreProcess.

Pre-Analysis Understanding and Feature Selection

Target Distribution

h. Check out the distribution of the target, with a frequency distribution and then the corresponding bar chart.

Feature Relevance

i. Are all the features relevant? Examine the difference in means of Churn across the features.

j. Examine the overlap in the distributions of Churn for numerical features TotalCharges, Paperless, and tenure. Which variable is likely the best predictor of churn?

Feature Redundancy

k. Check for collinearity. Comment.
Even not having the need to drop features before model estimation as CPU time is not an issue, it is useful to explore relations of the features with each other, and with the target, to understand more about how the model will perform and not analyze with no understanding of the data.
Because correlations span from negative to positive, use a diverging color palette, with blue indicating positive correlations and red indicating very small positive to negative correlations.

Create Feature and Target Data Structures

l. Define all feature variables in a data structure X. Define the target variable as a data structure 𝑦, a column of 0's and 1's.

m. All dummy variables consist of values of only 0 or 1. The numerical variables TotalCharges and Tenure range much more than 0 to 1. Generate a box plot for these variables to examine their range and check for outliers. Discuss.

*n. Convert TotalCharges and Tenure these variables to a 0 to 1 range so that all feature variables are on the same scale. As always, verify any change in the data.
Hint: Re-scaling done in 02PreProcess.

Data Leak Warning: Better to do this analysis with the re-scaling only done on test data, then done again, anew, on the testing data separately. Otherwise, there is data leakage, where the testing data is confounded with the training data because at this point in the analysis, the training and testing data are together. Characteristics of the training data will impact the way that later test data is tested.
If doing just one train/test split, separate re-scaling of training and testing data can easily be accomplished with what we know. Just rescale separately the two data sets after forming the split. For the preferred 𝑘-fold cross-validation, however, the testing data in each fold needs to be re-scaled separately. To do so we need to introduce the concept of a pipeline, which starts to be too much after introducing everything else. To be pure, if on the job for example, should do the separate re-scaling after the train/test split and not do 𝑘-fold. Or, even better, learn about constructing a pipeline, such as here and here. Another straightforward step, not that hard, but enough for now and not included in this course.
Preferably, we would estimate the re-scaling parameters and then the model itself on all of the data only after successful model validation. This version of the model would then be used to forecast from new data.
Fortunately, with such a large data set, the re-scaling parameters should be reasonably robust. If not constructing a pipeline, this step of doing one data rescaling before validation is better than not doing any rescaling at all given the large discrepancies of scales for TotalCharges and Tenure.

Fit Model and Evaluate with One Hold-Out Sample

o. Do a 70% training data and 30% testing data split of X and 𝑦 data structures. Show the dimensions of the output data structures.

p. Fit the model to the training data.

q. Calculate the baseline probability for prediction in the absence of all information regarding X, the null model, the group with the largest proportion.

r. As a basis for evaluating forecasting accuracy, get the values fit by the model from the corresponding X values, for training and testing data.

s. For the testing data, calculate the probability of being a Male for all the rows of testing data from the values of the features, the predictor variables.

t. To understand more of what is happening here (for pedagogy), view the true values, forecasted values, and the estimated probability of being Male for about 10 or so rows of data. Best display is as a data frame.

u. Assess the accuracy of the model on training and testing data. Any overfitting?

v. Show the confusion matrix and explicitly identify the True Negatives, True Positives, False Negatives, and False Positives.

w. Calculate the recall, precision, and, F1 metrics. Comment on the meaning of each from the perspective of management.

Fit Model, then Predict, Evaluate with Multiple Hold-Out Samples

x. Do a 5-fold cross-validation an report individual fold and average values of accuracy, recall, and precision.

Get fit metrics for each fold and overall averages.

y. Comment on the worth of the model.

Automated Feature Selection

Univariate Selection

z. Do a univariate feature selection of the top 4 features. Identify these features.

Multivariate Selection

aa. Do a multivariate feature selection. Identify the selected features.

ab. Rank the features in importance.

No validation of the reduced model as the full model did not validate. Knowing the most important features serves as a building block to future models, not to serve as model on its own.

Estimate Validated Model on All Data

Not going to be using this model in the future in its current form, but for completeness, provide the best estimate of the model from all of the data.

Apply the Model

ac. Forecast if the customer churns from new data.
Customer data:
· Charges: 200
· Paperless: 1
· Check: 1
· Phone: 1
· Tenure: 12
· Dependents: 0
· Internet: 0

Create a list of these data values, making sure to enter in the same order that the variables appear in the X data frame.
Also, because the data was re-scaled, any new data from which to make a prediction also needs to be re-scaled. I do not believe there was an example of this, so the re-scaling transformation is provided here. Basically, take the mm_scaler construct previously defined from the original transformation, and then apply the transform() function by itself, without the fit() function.

X_new = [[200, 1, 1, 1, 12, 0 , 0]] X_new = mm_scaler.transform(X_new) X_new

Now from this re-scaled list, create the forecast, Group 0 (not-churn) or Group 1 (churn) and the associated probability.



