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GSCM 410/510 – Summer 2021
Homework Week 5
Directions

It is OK to work together on the Homework. Of course, make sure that everyone working together on an assignment is learning the material. Each person still turns in their own homework even if exactly the same as that of other group members. Learning this material well enough to do the homework problems is how you succeed in this course. 
Short-Answer Problems
These concepts can appear on the short-answer part of the tests. As part of this homework, answer the following questions, usually just several sentences that include the definition.
1. Identify and briefly explain the two types of supervised machine learning regarding the nature of the target variable.
2. Why is binary prediction the process of classification?
3. In machine learning the variable to forecasted or predicted is called the target or the label. When is the term label most appropriate?
4. When predicting a binary outcome, what are the two ways to be correct? Define your terms.
5. When predicting a binary outcome, what are the two ways to be wrong? Define your terms.
6. What is the accuracy of a binary prediction? When it is of the most interest?
7. What is the purpose of the sensitivity (recall) metric?
8. What is the purpose of the precision metric?
9. What metric balances sensitivity and precision? How does it accomplish the balance?
10. Why is the logit transformation of best fit more appropriate for binary classification than a straight line of best fit?
11. What is the target variable in a logit regression analysis?
12. What is the process of an iterative solution for model coefficients?
13. When in the sklearn Python machine learning environment, how similar is the code for doing k-fold validation for least-squares regression vs. logistic regression? What is the distinction?
14. When breaking data into training/test subsets, when forecasting a categorical variable why do we want the same proportion of people in each group in each subset as in the full data set?



