HW 04 Worked Problems

Purpose: For the customers of an online motorcycle clothing company, build a predictive model of Weight from a variety of body measurements plus Gender.

The data are the body measurements of customers for a motorcycle online clothing retailer.
Data: http://web.pdx.edu/~gerbing/data/BodyMeas2500.xlsx

1. Regression Analysis

a. Store the features, the predictor variables, in data structure X. Store the target variable in data structure ??.

b. Use code to display the number of features.

c. Split the data into 75% training data and 25% testing data.

b. Do the multiple regression with all possible features. Display the estimated model coefficients.

c. For the person who provided the first row of data, manually calculate his fitted weight from the model explicitly from the model coefficients. (For pedagogy, to show understanding of the model, not normally done here.)

d. What is the residual for the first person? Comment.

e. Compute the forecasted values of y, ??? , from the testing data for X.

f. Visually compare the forecasted values of y from the model applied to the testing data to the obtained values of y in the testing data. Comment

g. Evaluate model fit to the training data with the standard deviation of residuals and R-squared. Comment

h. Evaluate model fit to the testing data with the standard deviation of residuals and R-squared. Comment*

i. Is the model overfit?

j. Cross-validate the data with five randomly selected folds, and evaluate with the average value of the standard deviation of residuals and R-squared across the folds.

2. Feature Selection

Can we obtain the same level of forecasting accuracy with a smaller set of features?

a. Show uniqueness and relevance of each feature in a single table that consists of VIFs and target correlations. Comment.

b. Run the multivariate feature selection algorithm to retain the top three features.

c. Subset a new data frame of the feature variables that contains just these three predictors. Call it X2. Show the first several rows of data.

d. Now fit this reduced model to all the data, X2 and ??. Then generate the predicted scores into a data structure named y_fit2.

e. Did fit suffer from reducing the number of features from 5 to 3? Comment.



