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GSCM 410/510 – Summer 2021
Short-Answers Homework Week 4
Directions

It is OK to work together on the Homework. Of course, make sure that everyone working together on an assignment is learning the material. Learning this material well enough to do the homework problems is how you succeed in this course. 
Short-Answer Problems
These concepts can appear on the Final. As part of this homework, answer the following questions, usually just several sentences that include the definition.
Multiple Regression
1. Briefly explain how multiple regression enhances the two primary purposes of regression analysis.
2. What criteria should a potential feature (predictor variable) satisfy before added to a model
3. What is the purpose and benefit of feature selection (i.e., select predictor variables for a model).
4. One potential issue with multiple regression is collinearity. Describe the problem and how it can be addressed.
5. How does a correlation matrix, perhaps in the form of a heat map, facilitate feature selection?
6. For a given set of customers, almost all weigh between 110 and 300 lbs. One customer, an outlier, reports a weight of 460 lbs. What is the basis for dropping the customer from the analysis? How does such an action change the reported results?
Training vs Testing Data
7. Distinguish between training data and testing data.
8. Why can a model not be properly evaluated on its training data?
9. Define overfitting.
10. What is the problem overfitting presents in evaluating model forecasting performance?
11. How can the analyst determine if a model is overfit?
12. Define underfitting, and discuss the problem it presents for model development.
13. What does it mean to state that "A model should be made as simple as possible, but not simpler."?
14. What is a hold-out sample, and what is its purpose?
15. How does k-fold cross-validation extend the concept of a hold-out sample? 
16. Why is k-fold cross-validation preferred to just splitting the original data into training and testing data, a train/test split?


