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GSCM 410/510 – Summer 2021
Short Answer Problems -- Homework Week 3
Directions

It is OK to work together on the Homework. Of course, make sure that everyone working together on an assignment is learning the material. Each person still turns in their own homework even if the same as that of other group members. Learning this material well enough to do the homework problems is how you succeed in this course. 
Short-Answer Problems
These concepts can appear on the short-answer part of the tests. As part of this homework, answer the following questions, usually just several sentences that include the definition.
1. Compare the two primary data visualization Python packages: seaborn and matplotlib.
2. What is the distinction between a stacked and unstacked bar chart? What do stacked and unstacked bar charts display?
3. How is the concept of data aggregation related to a pivot table?
4. Describe two different data visualizations for different groups of data?
5. How does a heat map differ from a standard correlation matrix?
6. What is supervised machine learning?
7. What are the two goals of supervised machine learning?
8. What is a linear model? What are its parameters?
9. What is the shape of the visualization of a linear model?
10. What is ? What are the two primary situations in which it is applied? 
11. How does the graph of X with y compare to the graph of X with  ?
12. What the meaning and usefulness of the slope coefficient in    = b0 + b1X1?
13. What is the meaning and interpretation of the hypothesis test of the slope coefficient?
14. What is the meaning and interpretation of the confidence interval of the slope coefficient?
15. What is the meaning of the residual variable e?
16. What is the criterion of (ordinary) least squares regression to obtain the estimated model?
17. How is the least-squares regression model obtained with a gradient descent solution?
18. How is the standard deviation of the residuals used to interpret model fit?
19. How is R-squared a relative fit statistic?
20. What is model validation and what is the problem using training data to validate a model?


