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Abstract: Articulation is one of the principal challenges of all foreign language programs. A key
component of the articulation process is an assessment of student language abilities. On college and
university campuses this process is usually conducted via a placement test. As developments in profi-
ciency research have progressed, it is clear that programs need information about a student’s gram-
matical command of a language as well as about their integrative use of the language specifically in
speaking. This article examines the process of having students test online before their arrival on cam-
pus and provides insights into efficiencies brought about by such testing. The data for the article were
generated by 679 learners of Spanish and 78 learners of German as well as by their 14 instructors
and 2 language program directors.

Introduction
Byrnes (1990) cautioned that as foreign language curriculum theory becomes more multifaceted,
acknowledging the components of language proficiency, the need for more precise articulation
from one curriculum into another would become more complex and more critical. At present,
within the context of the Standards Movement and radical shifts in high school foreign language
curricula characterized by greater inclusiveness, Byrnes’s caution has become a prophesy. The
front line of articulation, although admittedly by no means the only dimension of that articula-
tion, is placement testing. Indeed, the placement of students into courses in an effective and effi-
cient manner is one of the primary challenges faced by large-scale university foreign language pro-
grams. Students demand a timely placement that accommodates their foreign language knowl-
edge and deserve a placement that is challenging without being frustrating. Teachers demand
placement mechanisms that enable them to calibrate their instruction to the needs of entering stu-
dents and deserve ones that facilitate the design of tasks that help students learn in the language.
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Program administrators demand efficient placement mech-
anisms in terms of personnel and time and deserve ones
that are valid and reliable reflections of foreign language
proficiency. 

The essentials shared among stakeholders in the lan-
guage placement process are often difficult to reconcile.
Large-scale, college-level language programs frequently
have thousands of students who need to be placed into
course levels in a very short period of time. While a face-
to-face assessment of each student might be desirable,
under such conditions, it is tantamount to impossible.
Even traditional paper-and-pencil tests scored by machine
do not permit a convenient analysis of individual student
performance, so critical to understanding learners’ lan-
guage strengths and weaknesses. The bureaucratic practi-
calities of running large-scale programs within colleges and
universities are also important considerations. Foreign lan-
guage programs are but one dimension of the undergradu-
ate curriculum. During orientation periods, they compete
for time and resources with other academic areas that
require placement, such as English language composition
and mathematics. In other words, the demands of efficien-
cy often take precedence over, and at times even ignore,
research findings about the construct of language profi-
ciency. Research indicates that language proficiency is
clearly not limited to grammatical ability and reading and
writing abilities assessed in paper-and-pencil tests. Oral
language assessment must also be included in any learner
profile of language ability. Harlow and Caminero (1990)
articulated the point: “If we pay lip service to the impor-
tance of oral performance, then we must evaluate that oral
proficiency in some visible way” (p. 489). Yet assessment of
learners takes time, as dedicated instructors need to exam-
ine at a fairly deep level of detail what students are and are
not able to accomplish with a given foreign language. In
fact, Harlow and Caminero found that 57% of language
programs cite lack of time and complicated logistics (such
as space and scheduling) as typical impediments to elabo-
rate student assessments. 

Statement of the Problem
The tensions among various linguistic and bureaucratic
forces need to be reconciled in order to meet the needs of
the student/teacher/administrator/researcher stakeholders
in the language placement and articulation process. Yet effi-
ciency, accuracy, and completeness are difficult goals to
meet under real-world conditions. How can time for oral
assessment and evaluation be created under circumstances
in which a fixed amount of campus time is available for
language testing that must include the assessment of gram-
matical and literacy skills? How can teachers and students
have confidence in placements when they have had little if
any time to exhibit and/or examine complete linguistic
portfolios? If there are ways of gaining time and efficiency

in language placement, what are the opportunity costs? For
example, do the gains in time and efficiency come at the
cost of reliability and validity of the assessment itself? 

These conflicting questions are probed in the present
study, which gained time for oral language assessment by
moving traditional placement tests into a computerized
format. More crucial perhaps than the computerized for-
mat was the Web-based delivery mechanism used. While
computerized testing, most notably, computer adaptive
testing, has been validated and provides a useful and spe-
cific kind of efficiency (Chalhoub-Deville, 1999; Madsen,
1991), Web-based delivery permits a different form of
delivery—one that can take place at any hour and that is
not bound by geography. It also enables instructors to have
access to student grammatical and interpretive perfor-
mance well in advance of student arrival in classes. Finally,
and perhaps most importantly, it frees up valuable time on
campus during orientation periods to conduct critical oral
assessments. Such a solution appears to resolve at least
some of the dilemmas confronted by teachers and admin-
istrators in the language placement cycle. Yet, gaining time
and efficiency in instructional settings might be useless if
there is a negative impact either on the quality of the
assessment or suggested placement. If assessment mecha-
nisms do not meet standard criteria for test reliability and
validity; if test delivery mechanisms interfere with student
performance; if administrators, teachers, and students fail
to perceive any advantage (i.e., react negatively to new
assessment mechanisms delivered in alternative ways),
then additional time and efficiency are to no purpose. In
order to examine this complex of dilemmas, the present
study reviews issues regarding placement testing as well as
the process of computerizing tests formerly known as
paper-and-pencil tests. It then probes whether computer-
ized placement tests can be held to the same standards for
validity and reliability as paper-and-pencil placement tests;
whether test users report satisfaction with the placement
capabilities of Web-based tests; and whether gaining time
for oral assessment by using Web-based testing is perceived
as a positive and useful development for language teachers. 

Literature on Placement Testing 
Significant work about the formal properties of tests—
either large-scale, high-stakes tests such as the Scholastic
Aptitude Test (SAT) or the Test of English as a Foreign
Language (TOEFL) or smaller scale, lower stakes tests
such as vocabulary quizzes or classroom-based chapter
tests—indicates that all tests are to help decision makers
make the best judgments they can regarding human per-
formance under a set of constraints. Bachman’s award-win-
ning text (1990), as well as Bachman and Palmer (1996),
provided the language learning and teaching field with
important insights into testing processes and also raised
complicated concerns and dilemmas. These important
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publications appear at one level to be treatises on measure-
ment and the statistics and theory implied by the concept
of measurement. Indeed, they do provide critical language
testing-specific information in contrast to the more general
testing literature (e.g., Messick, 1989). Yet perhaps more
importantly, they are, in the final analysis, reminders about
the practicality of tests and why testing is so crucial to help-
ing teaching and learning. 

Chapelle (2001) offered an excellent complement to
Bachman (1990) and Bachman and Palmer (1996) with a
book-length discussion that extended fundamental con-
cepts regarding language testing toward computer applica-
tions of language testing in teaching and research. Chapelle
reviewed Bachman and Palmer’s criteria for “test useful-
ness” and provided critical insights into the key features of
high quality tests: “reliability, construct validity, authentici-
ty, interactiveness, positive impact, and practicality” (p.
101). In her highly informative treatment of these key fea-
tures, Chapelle worked through the manner in which each
feature exhibits itself within the context of the assessment
of the various language constructs, reading, listening, and
writing. Indeed Chapelle’s work, as well as earlier treat-
ments such as Bachman and Palmer’s, derive from Messick’s
(1989) theoretical orientation which emphasized both the
evidence for validity and the consequences of validity for
tests. 

There is no doubt that construct validity is a critical
part of test validity, but as Shohamy (1998) noted, “the
validity of assessment procedures also depends on their
purpose” (p. 252). Shohamy noted that there is another
facet of test validity that can be equally important particu-
larly for placement testing—the notion of predictive valid-
ity. The predictive validity of a placement test is uppermost
in the list of criteria with regard to any given placement
test’s utility. That is, unless the test can correctly predict
where a student should be placed in a sequence of courses
(for optimal learning), the test is less than useful. Given
this assumption, different procedures for establishing valid-
ity become important. Methods that relate the test to learn-
ing in the sequence of courses are to be preferred. In short,
a placement test must be aligned with the curriculum to the
extent that a student will improve both in language profi-
ciency and in the score on the placement test as a result of
having taken the optimal sequence of courses. 

Language placement tests are usually constructed to
yield one score (Anastasi & Urbina, 1997) from which
examinees are placed into one of several categories. Well-
conceived test specifications, therefore, are critical in assur-
ing that scores can be interpreted according to tenable
placement criteria, and that the test is sufficiently compre-
hensive so as to describe an examinee’s capabilities.
Alderson (1988) viewed test specifications as one of the
most critical validity issues in language proficiency testing.
In discussing the role of test specifications, Alderson sug-

gested that test specifications should capture as much of
the construct (i.e., language proficiency) as possible while
simultaneously providing a template by which multiple
forms of the test can be produced. Others suggested that
documentation of test specifications provides a critical
piece of validity evidence (Ebel & Frisbie, 1991). Practical
issues of constructing comprehensive tests according to
sound specifications and real-world uses have been treated
in detail (Bachman & Palmer, 1996; Harrison, 1986;
Hughes, 1986). Placement testing has also been an obvious
issue for Spanish language programs in particular (Klee &
Rogers, 1989; Wherritt & Cleary, 1990; Wherritt, Cleary, &
Druva-Roush, 1990a). With the increasing number of her-
itage language speakers and the concomitant growth of
Spanish programs in secondary schools, the need to place
students into appropriate courses has been especially acute
(Larson, 1989; Teschner, 1990). 

Dyer (1947a, 1947b) found medium to high correla-
tions between written tests of language ability in German
and French, and course grades. In comparison to the verbal
measures of Williams and Leavitt (1947), Dyer (1947b)
echoed their assertion that language test scores were more
valid among higher achieving students, suggesting that the
French tests were more accurate in measuring the reading
ability of students who had completed several quarters of
instruction. In somewhat of a contrast to the preceding
authors, Goodman, Freed, and McManus (1990) found
that scores from the short form of the Modern Language
Aptitude Test (MLAT) did not have much predictive capa-
bility and had a weak association with first-year language
course grades.

Much of the attention in computer-administered place-
ment testing has been focused on areas other than lan-
guages. An example of this is found in Day (1999).
Although treating general curriculum students, Day found
in the placement of postsecondary students that computer-
adaptive testing provided satisfactory placement results for
students entering remedial or developmental programs in
algebra. It is interesting to note that these results were
observed among lower achieving students, in contrast to
Williams and Leavitt (1947) and Dyer (1947b), who assert-
ed better predictability among higher achieving students. 

The testing validation literature urges mindfulness of
the purposes for which tests are used and that “assessment
is not just about writing tests; it involves a host of factors
that affect the learning of languages” (Shohamy, 1998, p.
258). Hence, a placement test even with precise technical
qualities (e.g., high reliability, substantial construct validi-
ty) that does not appropriately place students into courses
will affect instruction negatively by causing confusion, dis-
order, and frustration. The literature indicates that an effec-
tive way to establish the validity of a placement test for lan-
guage is to do an intervention study (Shepard, 1993). One
way to do this is to have students take the placement test
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before being placed in an appropriate course, complete the
sequence of instruction, and then retake the placement test
upon completion. If the test is effective in assisting instruc-
tors to make valid decisions, students’ scores on the place-
ment test should improve as a result of the intervention of
the instruction in the courses. Shohamy (1998) noted:

Assessment is shaped by its specific context, its pur-
pose, the type of knowledge it addresses, the proce-
dures . . . This multiplicity may seem overwhelming
at first, but it opens new avenues for matching assess-
ments to contexts and for making quality choices
that are likely to have greater benefits for learners
and teachers precisely because assessment and learn-
ing are seen not as separate activities but as intimate-
ly related to each other. (p. 258)

Research Literature about Computerized
Testing 
The advantages and disadvantages of computer-based test-
ing and paper-and-pencil testing have been considered
extensively (e.g., Boo, 1997; Bunderson, Inouye, & Olsen,
1989; Hambleton, Swaminathan, & Rogers, 1991;
Hamilton, Klein, & Lorié, 2000; Kumar, 1996). The discus-
sion of advantages and disadvantages is familiar to users
and administrators of computer-based tests. The dramatic
increase of educational and psychological measurement
instruments capable of being administered by computer
keeps fresh the issue of whether scores obtained from one
medium are comparable to scores obtained from another.
The question is whether there are general differential effects
of test scores by delivery medium, and what testing features
are most likely to give rise to potential differential effects. 

In general, three variables have been identified as
potential sources of variance caused by a computerized
delivery mechanism: computer-display variables, chrono-
metric variables, and computer experience variables. Early
on in computerized testing, limitations of monitor display
capabilities and poor legibility were issues of concern
(Jonassen, 1986; Mazzeo, Druesne, Raffeld, Checketts, &
Muhlstein, 1991; Van de Vijver & Harsveld, 1994;
Wildgrube, 1982). In like manner, in the earlier days of
computer usage, poor resolution and clarity led to slower
rates of reading and processing. However, with the techni-
cal developments in screen clarity and resolution, the
issues have faded. Similarly, concerns regarding computer
user comfort level led some researchers to examine the
impact of computers versus paper-and-pencil tests on test-
taker affect. Wise, Boettcher, Harvey, and Plake (1987) and
Dimock and Cornier (1991) found no evidence to support
the finding of any significant relationship between exami-
nee computer anxiety level and test performance. Further
examinations of affective concerns involved investigating
whether examinees with more computer experience were
more likely to be positively disposed towards computer-

based testing (Burke, Normand, & Raju, 1987; Levin &
Gordon, 1989; Powers & O’Neill, 1992; Ward, Hooper, &
Hannafin, 1989). Regardless of experience, researchers
reported that examinees have generally positive attitudes
toward computerized testing (Bresolin, 1984; Harrel,
Honaker, Hetu, & Oberwager, 1987; Vispoel et al., 1997). 

Significant evidence has come from the Educational
Testing Service in this regard. In an extensive study that
compared paper-and-pencil and computer-based TOEFL
tests, Taylor, Jamieson, Eignor, and Kirsch (1998) found no
evidence indicating that the medium of testing made a dif-
ference in test-taker performance. The study examined
1,100 computer users at two different computer-experi-
ence levels across 60 TOEFL items. Computer administra-
tion did not seem to interfere with the ability or comfort
level of subjects with high or low levels of computer expe-
rience from completing the TOEFL exam.

The overwhelming majority of evidence regarding the
computer administration of tests suggests that scores
obtained from computer-based tests are comparable to
those obtained from paper-and-pencil tests. There appears
to be little or no inherent and systematic differential func-
tioning of one testing medium over the other. This suggests
that one delivery medium is not preferable to the other in
so far as test validity is concerned. Either medium can be
used depending on the testing situation. Any advantages
from computer-based testing are not offset by compro-
mised scores or validity owing to media differences.
Indeed, any of the differential effects found by researchers
since the mid-1980s will be reduced or disappear in the
future as examinees become more familiar with computers
and have more experience with them in learning and
assessment situations. 

Language Placement at Stanford
University
The Stanford Language Center was established in 1995
with the responsibility for establishing and maintaining
language performance standards, encouraging excellence
in foreign language teaching, providing professional
enhancement activities for the teaching staff, and estab-
lishing a research program about language teaching and
learning. This charge, of course, entails enforcing the lan-
guage requirement: “one year of university language study
or its equivalent.” To do this, the Center directs and coor-
dinates all proficiency testing and collects and analyzes stu-
dent performance. 

Each language program has written and oral dimen-
sions to its placement/exit testing. All written examinations
test grammatical features as well as the ability to write con-
nected text and to read authentic prose material. These
written examinations are administered online via the
Language Center Web site. 
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To access the placement examinations, students must
enter a valid seven-digit Stanford University ID number.
Each online exam contains several sections of multiple-
choice or fill-in-the-blank questions testing knowledge of
grammar and vocabulary. Additional sections request a
short biographical paragraph in the language as well as the
comprehension of a short passage assessed according to
multiple choice or immediate recall. In order to complete
the placement procedure, students must also take the oral
portion upon arrival at Stanford. 

At the bottom of each section of each placement exam-
ination, are buttons labeled “BACK” and “PROCEED.”
When all the questions in a section are answered, the exam-
inee presses PROCEED to go to the next section. Pressing
BACK enables the review of a previous section. Testees may
use these buttons to go back and forth between sections as
often as they wish while taking the exam. Once they are
satisfied with all of the answers and have logged out of the
exam, they are not granted access again. The recommend-
ed time to take the online tests is one hour in a single sit-
ting. Netscape or Microsoft Internet Explorer 4.0 (or a later
version) are recommended. Other Web browsers that han-
dle forms work, but problems with formatting may make
the tests difficult to read. For the writing sample a chart of
keystrokes to produce accent marks on Mac and Windows
machines is provided. Advisory information given to the
students at log-in time is provided in the Appendix.

Language program directors charged with placement
decisions have access to a scoring Web site. Each test taker’s
performance is available along with his or her demograph-
ics. Calculations of items that are automatically scored are
listed, along with the answer that the test taker chose for a
particular item. In addition, writing performances that
must be assessed individually are available with a scoring
and comment grid for each student. All data are fed into an
MS Excel spreadsheet for large scale reporting and analysis.
In fact, the preliminary placement is already made when
students arrive for the oral portion of the examination. For
this portion, German, Japanese, Chinese, Italian, Spanish,
French, and Portuguese instructors use the Simulated Oral
Proficiency Interview (SOPI) created by the Center for
Applied Linguistics to assess oral proficiency (Kuo & Jiang,
1997; Stansfield & Kenyon, 1992a; 1992b). A SOPI is an
audiotaped interview with an accompanying booklet.
Students are asked questions and to describe events or pic-
tures in the language, and their responses are recorded.
Trained raters then assess each interview. The SOPIs used
at Stanford were developed at the university and are deliv-
ered during new student orientation periods via cassette
tape with an accompanying booklet. 

Examining Practicality and Efficiency
Formal analyses of language program developments and
modifications are always critical. In order to examine the

impact and efficacy of online placement testing, two sets of
data were collected. First, a quasi-experimental evaluation
of the validity and reliability of the placement instruments
delivered via the Web was conducted. Second, cognizant
language instructors and program directors were inter-
viewed regarding their perceptions of the accuracy of place-
ment as well as their reaction to modifications in the
administrative and instructional processes involved. 

Scores were collected from the summer 1999 and 2000
administration of the German and Spanish placement
examinations. These scores were generated from freshman
and transfer students required to take a language placement
test before their fall matriculation. Examinees took their
placement exams at their homes, in libraries, schools, or
any other location not on the Stanford campus.

The German Placement Test contains two parts: Part I
has 30 items and Part II, 39 items. The multiple-choice
items in Part I focus on morphology; the items in Part II, on
syntax (principally, dependent and independent word
order) as well as the past and perfect tenses and voice. A
total of 30 students took the 1999 placement exam; 48 took
the examination in 2000. The Spanish Placement Test con-
tains Part I (32 multiple-choice items principally focused
on present tense forms and vocabulary); Part II (35 fill-in-
the-blank items assessing noun/pronoun replacement as
well as imperfect and preterite tenses); and Part III (25
multiple-choice items assessing the comprehension of two
passages). Two hundred and eighty-six students were
placed in 1999 and 393 in 2000. These test scores were
queried in raw string format, and then converted to Excel
files, where the data were examined for consistency and
correctness. Responses were then recoded as 0/1, and
imported into SPSS where a number of statistical analyses
were performed. 

Posttest scores were obtained from Stanford students
who had completed three quarters of language instruction.
Participants were recruited from among Stanford language
students completing their third quarter of language study at
the time of testing, and were administered the same tests as
are administered to incoming Stanford students planning to
be placed within their intended language programs. In the
posttestings, 14 German and 41 Spanish language students
participated. These volunteer participants were each paid
$10 to retake the online placement examination under con-
ditions parallel with summer administrations. That is, as
with the pretests, students were able to take the posttests at
any location with Internet access, such as on-campus resi-
dences, campus libraries, departments, or any other loca-
tion not on the Stanford campus.

In order to access both the pre- and posttests, Stanford
students were required to log in to a secure server environ-
ment using their Stanford ID numbers. Both administra-
tions required an electronic signature invoking the Stanford
Honor Code before being allowed to view any test items,
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SCREEN SHOT OF A WEB-BASED PLACEMENT TEST

Figure 1
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and students were given the option of completing a brief
tutorial familiarizing them with the test interface and navi-
gation. Upon submitting an electronic signature, examinees
were then issued the first part of the testing sequence. All
items were in multiple-choice or one-word, fill-in-the-
blank format, and numbered clearly. 

Figure 1 illustrates a screen shot from the German
examination.

Test Score Reliability
In order to assess reliability, the scores for the German and
Spanish placement tests were tabulated and analyzed to
obtain Cronbach’s alpha. This is a conservative procedure
that is the average of all possible split-half reliabilities for a
set of scores. The placement tests for Spanish and German
in both 1999 and 2000 were used in this analysis. For
German, 78 students participated; for Spanish, the number
was 679 (data from heritage Spanish-speakers are not
included in the analysis). Descriptive statistics are present-
ed in Table 1.

Table 1 also contains the number of items, the number
of subjects, mean scores and variances. Critical are the
Cronbach’s alpha data. Reliability estimates were calculated
for each section of the tests and for the tests as a whole and
range from a low of .81 to a high of .94. These numbers

indicate that the tests render scores that are reliable and
hence capable of providing reliable information to test
administrators. 

Test Score Validity
Employing Shepard’s notions about using experiments to
help to establish validity, students studying in the language
were solicited to take the placement test near the end of the
academic year 2000–2001. Students were offered a modest
stipend for participation. There were 14 students who par-
ticipated in the German portion of the study and 41 who
participated in the Spanish portion. 

Scores on the original placement tests were compared
to the scores on the second placement test. This follows
from the assumption that students should do significantly
better on the second administration of the placement test,
if the original decisions were appropriate. Students placed
too high or low would not learn very much, either because
of being exposed to materials that were too difficult or
because they were exposed to what they already knew.

The analysis was relatively simple. Means and vari-
ances were observed and effect sizes calculated. These data
are displayed in Table 2.

There were significant differences between the first and
second administrations for all students who took the origi-

DESCRIPTIVE STATISTICS OF PLACEMENT TEST SCORES AND RELIABILITY ESTIMATES

Test name N (items) Mean Variance Cronbach’s alpha (α)

German 1999 (n  =  30)
Part 1 30 18.43 27.98 0.83
Part 2 39 17.97 50.24 0.85
Part 1 + Part 2 69 36.40 138.11

German 2001 (n  =  48)
Part 1 30 20.77 40.56 0.90
Part 2 39 19.38 101.86 0.94
Part 1 + Part 2 69 40.15 245.70

Spanish 1999 (n  =  286)
Part 1 32 24.17 24.40 0.81
Part 2 35 24.46 32.16 0.81
Part 3 25 14.98 25.77 0.85
Part 1 + Part 2 + Part 3 92 63.60 203.16

Spanish 2000 (n  =  393)
Part 1 32 22.80 28.36 0.83
Part 2 35 22.49 41.10 0.86
Part 3 25 14.03 35.95 0.89
Part 1 + Part 2 + Part 3 92 59.40 264.77

Posttests 
German 2001 (n  =  14) 46.57 181.19
Spanish 2001 (n  =  17) 75.18 302.03

Table 1
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nal in either 1999 or 2000. The variance issue required a
technical analysis to ensure that the scores did not come
from different distributions. We concluded that they all
came from the same distribution, as there is no significant
difference in any of the cells.

Finally, we calculated effect sizes. This is a way of con-
verting raw scores into standard scores to determine how
effective the treatment is. In this case the effect sizes ranged
from .42 to .81. What these effect sizes represented were
how much the instruction benefited the students over a the-
oretical control condition. An effect size of .42 is equivalent
to an 16% increase (putting students at the 66th percentile
compared to a control group at the 50th percentile); one of
.81 is equivalent to an increase of 29% (79th percentile). 

For the purposes of this study, we viewed the first
administration of the placement test as the baseline and
instruction in the courses a student took as a result of
placement as the treatment. The gain in the second admin-
istration of the placement test is a measure of the effective-
ness of the instruction as a function of placement. The larg-
er the effect sizes, the more powerful the treatment. Effect
sizes were used instead of normal test scores because they
represent a common metric, allowing comparisons to be
made between different tests. 

User Perceptions
In order to probe the effect of online testing on teachers
and program administrators, two sets of data were collect-
ed and examined: enrollment patterns and individual inter-
views with program teachers and program administrators.
Table 3 recaps the total number of incoming students in
German and Spanish who participated in online placement
during 1999 and 2000. Of that total, it was difficult to sort
out those who were placed and those who actually pursued

a particular piece of advice. Given that placement testing is
advisory and no placement is compulsory, this state of
affairs portrayed a typical set of challenges faced by lan-
guage program directors at the beginning of academic
semesters and quarters, and most particularly in the fall,
when large numbers of new students populate college and
university campuses. Table 3 also reveals the fall quarter
enrollments in Spanish and German courses into which
students were placed. Seven Spanish instructors teaching
courses into which students were placed (accounting for
18 sections, approximately 300 students) reported that
they recommended to somewhere between 10 and 15% of
students in any given section that they move to other sec-
tions—generally to higher level classes. Second-year
instructors (N = 4) who receive students exiting from the
language requirement reported more dissatisfaction, fre-
quently suggesting that students advance to higher level
courses in the second year rather than beginning at first
semester/quarter, second year, where they were placed.
German teachers (N = 3),  with far fewer students to han-
dle, reported satisfaction and claimed that they had not rec-
ommended that students move to other levels/courses. 

Instructors were also interviewed about perceptions of
the placement testing procedure in relation to their teach-
ing. They all agreed that the most important aspect of the
procedure was the opportunity to hear the oral interviews
of students. Teachers contended that these interviews gave
them insight into what they could expect from students
and direction in terms of what they as teachers need to pre-
pare. At one level, they reported perceiving the written sec-
tions of the online placement examination as making room
for oral testing; they generally did not perceive the individ-
ual grammar scores as especially critical data. 

The supervisors of the Spanish program and the
German program (each of whom monitors the online
placement testing process and scores the writing sections)
remarked in their interviews that there are two principal
efficiencies inherent in online placement testing. First,
examining student grammatical performance in the sum-
mer, well in advance of the beginning of classes, affords the

NUMBER OF PLACEMENTS AND 
TOTAL ENROLLMENT FOR SPANISH 

AND GERMAN STUDENTS

Student Placement Fall Enrollment

Spanish
1999 332 560
2000 400 592

German
1999 31 93
2000 48 101

Table 3

TESTS OF STATISTICAL SIGNIFICANCE 
OF DIFFERENCES OF MEANS, VARIANCES, 

AND EFFECT SIZES

German 2001 Posttest

t F d
German 1999 2.72 ** 1.29 0.76
German 2001 1.72 * 1.29 0.48

Spanish 2001 Posttest

t F d
Spanish 1999 2.67 ** 1.57 0.67
Spanish 2000 3.63 *** 1.21 0.97

* p = .05
** p < .01

*** p < .005

Table 2
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opportunity to think about the curriculum as it is forecast
for any given academic year, and grants time to fine tune
teaching plans. This information is particularly useful in
working with new teaching assistants and getting them
socialized into examining individual learner performance.
It also permits some time for teaching staffs to examine, in
a relatively global fashion, the skills with which secondary
school learners enter college. Second, they noted that sum-
mer placement provides the efficiency of examining the
total number of sections needed for the year with time to
open and close scheduled sections. Not only does this assist
in budget planning, but it also makes requests to instruc-
tors to change sections, and perhaps course levels, easier
with advance warning. 

Conclusion
Placement testing via the Internet can be reliable and can
validly reflect a foreign language curriculum. In this study,
no adverse effects seemed to be at play either in terms of
how students interacted with tests on the Internet or in
terms of what the tests actually measured. The placement
tests used in this study were sensitive to instruction and
provided a good match between placement decisions and
the curriculum. Succinctly, the tests led to appropriate
instructional decisions that enabled students to benefit
from instruction. 

At some level, the key advantage of online testing is
not the online testing itself, but what it enables supervisors,
instructors, and students to do. For students, accessing a
test at their convenience without making an extra summer
trip to campus for placement testing is seen as an incredi-
ble time saver. At the same time, having students partici-
pate in an academic exercise prior to arriving on campus
sends a very positive message regarding the importance and
prestige of the language program among many other uni-
versity programs. In like manner, administrators report that
the savings from eliminating the extra step throughout a
summer orientation period in particular are significant.
Fewer scheduling logistics make orientation programs run
much more smoothly. Supervisors and instructors are able
to make more effective decisions when they have time to
contemplate a given student’s performance. More individu-
alized instructional decisions allow for more confident
judgments about where students should begin their uni-
versity language experience and send the message to stu-
dents that their individual performance and ability to use
language in all its facets is at the forefront of instructional
decisions. Instructors report a greater confidence level in
their curriculum when they encounter students during the
first class hours. 

Technology should never be and will never be a sub-
stitute for good teachers. This study provides evidence that
technology can bring efficiencies into instruction that
enable teachers to focus on what is really important (i.e.,

students and their language development). In this study, a
normally onerous task was moved to a Web-based elec-
tronic environment. Moving the task to the Internet envi-
ronment afforded the scoring and analysis of those scores at
a relatively leisurely pace. It also opened up time for
instructors to focus on the really challenging part of lan-
guage learning—how students put the language together,
principally in oral speech.
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Appendix 

Advisory Information 
This exam is advisory to you and your professors. We want to recommend a course for you which is appropriate to your level of
[foreign language]. We want to make sure that you make wise use of your time at Stanford. You shouldn’t take a course which is
too elementary for you—that is, one in which you already know the material. You also shouldn’t take a course that is too
advanced—this leads to frustration and to the complications of switching sections or to dropping out and starting over. 

While taking this test, remember that you are now a Stanford student and subject to the Stanford Honor Code. It is very impor-
tant that you do your best on this exam AND that you do not receive any help with it. In order to make good judgments about
YOUR placement, we need good information about YOUR knowledge of [foreign language]. 

The results of your exam will be known to you and to members of the Language Center who direct placement testing. They will
not be reported to all members of the department, to the registrar, or recorded on your transcript. Remember this is a placement
test. It is not graded in the traditional sense, but used to match you to an appropriate level of [foreign language].

 


