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Abstract

We consider an asymmetric control of platoons of identical vehicles with nearest-neighbor interaction. Recent results show that if the vehicle uses different asymmetries for position and velocity errors, the platoon has a short transient and low overshoots. In this paper we investigate the properties of vehicles with friction. To achieve consensus, an integral part is added to the controller, making the agent a third-order system. We show that the platoon behaves as a wave equation with different wave velocities. Simulations suggest that our system has a better performance than other nearest-neighbor scenarios. Moreover, an optimization-based procedure is used to find the controller properties.
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1. Introduction

Control of vehicular platoons has become a field of intensive research. The reason for this is the possibility to increase throughput and safety of the highway traffic at the same time. Moreover, since the study of such large systems gives asymptotic behavior and achievable limits, it is also appealing from a theoretical perspective.

It is well known that if some centralized information is present in the system, then the performance is good and the system is scalable. These approaches comprise either LQR control \cite{1} or local control with added knowledge of the desired velocity \cite{2, 3}. Among the systems with permanent communication the Cooperative Automatic Cruise Control is the most widely studied \cite{4} and implemented.

In this paper we consider a nearest-neighbor interaction without any centralized information. The most important performance measure is, apart from the settling time, a so called string stability. The system is string stable if the disturbance acting at one vehicle does not amplify as the disturbance propagates along the platoon \cite{5}. It is shown in \cite{6} that a time-headway spacing policy can achieve string stability. However, this policy increases the platoon length with the speed of the platoon.

A common fixed-distance scenario is a symmetric bidirectional control, where the vehicle measures the distance to both its neighbors in the platoon. The properties of such control are investigated in \cite{2, 7, 8}. One of the advantages is linear scaling of the $H_\infty$ norm with the number of vehicles \cite{8}. The main drawback is a very long transient for a higher number of vehicles and sensitivity to noise \cite{9}. Both can be qualitatively decreased using a feedback control of the leader \cite{10}.

Asymmetric control was proposed to shorten the transient and the increase the controllability of large platoons \cite{3, 11} — a vehicle uses different weights to its two neighbors. Nevertheless, the price to pay is an exponential growth of $H_\infty$ norm of the transfer functions with the graph distance between vehicles \cite{12, 13}, so this approach is not scalable.

Both symmetric and asymmetric control mentioned above share one common property — the asymmetry in coupling between between vehicles is the same for position and velocity. That is, only one graph Laplacian is used. Except for a simpler analysis, there are not many reasons to limit ourselves to use only one type of coupling. As was numerically shown in \cite{14} and more thoroughly discussed in \cite{15}, the response of a platoon with a symmetric coupling in position and asymmetric in velocity can be scalable and have short transients. Thus, this approach combines the advantages both from symmetric and asymmetric control.

The paper \cite{15} considers a double integrator model of the system and uses wave properties for system analysis. In this paper we extend the results of \cite{15} to a third-order system. The main reason is the presence of friction in every real vehicle. We added an integrator to the system to achieve coherent solutions. With such a system, the stability and performance analysis of the platoon complicates. Although a similar type of a system was recently analyzed...
in [13], the results are not applicable for our case since the coupling used in our work is non-symmetric.

Finally, to achieve a good performance, we provide an optimization procedure based on the properties of waves in the platoon. This approach allows us to optimize the controller parameters and weights of the communication graph at the same time.

2. Model of the vehicles

We assume $N+1$ identical vehicles travelling on a line, indexed as $0, \ldots, N$. The first vehicle with index 0 is a leader which is driven independently of the rest of the formation. Unlike standard double integrator models [5, 12, 15], real systems have a friction, i.e., there is a feedback from velocity, which eventually makes the vehicle to stop. The vehicle model is

$$
\ddot{x}_i = -av_i + u_i,
$$

where $x_i$ is the position of the $i$th vehicle, $v_i = \dot{x}_i$ is its velocity, $a \in \mathbb{R}$ is the viscous friction and $u_i$ is the input to the vehicle.

In order to enable the vehicles in the platoon to track the leader moving with constant velocity, we need to satisfy the Internal Model Principle [17, 18] which in our case means the presence of two integrators in the open-loop model of each vehicle. Since one integrator is already present in the vehicle model ($\ddot{x}_i = v_i$), it suffices to add an integral action in the controller of each vehicle. The controller is given as $\ddot{c}_i = \epsilon_i$ with $\epsilon_i$ defined in [2] and $\dot{c}_i$ is the state of the integrator in the controller. The input to the vehicle is then $u_i = \dot{c}_i$.

Each vehicle uses only the information obtained from its nearest neighbors — the vehicle in front of it and behind. The goal of the vehicle is to keep a prescribed spacing to them, i.e., $x_{i-1} - x_i \rightarrow d_{i-1,i}$ with $d_{i,j}$ being the desired distance between $i$ and $j$. The regulation error $\epsilon_i$ comes from the relative spacing and velocity errors as

$$
\epsilon_i = g_x[(1 - \rho_v)(x_{i-1} - x_i - d_{i-1,i}) - \rho_v(x_i - x_{i+1}) - d_{i+1,i} + g_v[(1 - \rho_v)(v_{i-1} - v_i) - \rho_v(v_i - v_{i+1})]], \tag{2}
$$

where the position asymmetry is labeled as $\rho_x$, velocity asymmetry as $\rho_v$ and the $g_x, g_v \in \mathbb{R}$ are weights of position and velocity errors. The coupling in position is symmetric if $\rho_v = 0.5$ and asymmetric otherwise (the same for $\rho_v$).

To simplify the analysis, we introduce error variables $z_i = x_i - x_0 + d_{0,i}$. This implies $z_{i-1} - z_i = x_{i-1} - x_i - d_{i-1,i}$ and $\dot{z}_{i-1} = \dot{z}_i - \dot{c}_i$. We impose that $d_{i,k} - d_{i,j} = d_{j,k}$ and $d_{i,j} = -d_{j,i}$. The single vehicle model combined with the controller then has a form

$$
\ddot{z}_i = -a\dot{z}_i + \dot{c}_i, \quad \dot{c}_i = \epsilon_i. \tag{3}
$$

We use a minor state transformation $e_i = \ddot{c}_i - av_i$ to obtain a controller-canonical form of the individual-vehicle model

$$
\begin{bmatrix}
\dot{z}_i \\
\ddot{z}_i \\
e_i
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & -a
\end{bmatrix}
\begin{bmatrix}
z_i \\
\dot{z}_i \\
e_i
\end{bmatrix}
+ \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix} e_i. \tag{4}
$$

In a vector form we write the overall system of $N+1$ vehicles (including the leader) as

$$
\frac{d}{dt} \begin{bmatrix} \dot{z} \\ddot{z} \end{bmatrix} = M_N \begin{bmatrix} \dot{z} \\ddot{z} \end{bmatrix} + \begin{bmatrix} 0 & I & 0 \\
0 & 0 & I \\
-g_xL_x & -g_vL_v & -aI
\end{bmatrix} \begin{bmatrix} z \\dot{z} \end{bmatrix}, \tag{5}
$$

where $z = [z_0, \ldots, z_N]^T$. Let us call the system a path system, since the communication topology is a weighted path graph. The Laplacians $L_x, L_v \in \mathbb{R}^{N+1 \times N+1}$ of the path graph are defined as

$$
L_x = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
-(1 - \rho_x) & 1 & -\rho_x & \cdots & 0 \\
0 & -(1 - \rho_x) & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 1
\end{bmatrix}, \quad L_v = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
-(1 - \rho_v) & 1 & -\rho_v & \cdots & 0 \\
0 & -(1 - \rho_v) & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 1
\end{bmatrix}. \tag{6, 7}
$$

The last vehicle has no follower, so it uses only front spacing and velocity errors. This type of boundary condition is called regular boundary condition [13]. The second boundary condition is that the leader is driven independently of the platoon (zeros in the first rows of $L_x, L_v$).

We assume that initially the system in [6] is at standstill and then the leader starts to move with unit velocity:

$$
z_i(t) = 0 \quad \text{for } i = 1, \ldots, N, \quad t < 0, \quad x_0(t) = 0, \quad t < 0, \quad x_0(t) = t, \quad t \geq 0. \tag{8}
$$

3. Relation to previous works

Our paper builds on the results of works [15, 19]. Both papers deal with a signal propagation in systems with nearest-neighbor interaction. The agent’s model is a double integrator, i.e., $\ddot{x}_i = \epsilon_i$ with $\epsilon_i$ given in [2] so the papers use nearest-neighbor asymmetric interaction.

The work [19] analyzes a system with a circular topology. We call such system a circular system. The interaction between the leader and the vehicle $N$ is added, so the Laplacians $L_x, L_v$ of a circular graph have a form

$$
\begin{bmatrix}
1 & -\rho_x & 0 & \ldots & -(1 - \rho_x) \\
-(1 - \rho_x) & 1 & -\rho_x & \cdots & 0 \\
0 & -(1 - \rho_v) & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\rho_x & 0 & \cdots & -(1 - \rho_v) & 1
\end{bmatrix}. \tag{9}
$$

$\hat{L}_v$ is defined similarly by replacing $\rho_x$ by $\rho_v$ in [9].

For such a system, first the conditions for asymptotic stability are found. The most important condition is that $\rho_x = 0.5$ [19, Prop. 3.5]—there must be a symmetric

\[\text{...}\]
coupling in the position. For stable circular systems it is shown in [19] Thm. 4.8 that an external input or a disturbance causes two signals to propagate in the system in opposite directions and with different velocities. These so-called signal velocities are calculated from the phase velocities [19] Lem. 4.4. We will use the same ideas in this paper (Sec. 4.2) to describe a stable system in terms of traveling waves.

The paper [15] studies transients in path systems. Its main result is the description of the transient in the path graph using two travelling waves, attenuated at the boundaries [15] Thm. 3.5. The connection of the circular system from [19] to the path system (which is the one we are really interested in) was conjectured in [15] as follows: the asymptotic instability of the circular system should imply either flock or asymptotic instability of the path system. We now restate flock stability for our system.

Definition 1 (Flock stability, [15]). The system (5) is called flock stable if it is asymptotically stable and if \( \max_{t \in \mathbb{R}} |z_0(t) - z_N(t)| \) grows sub-exponentially in \( N \) for the conditions given in (5).

3.1. Assumptions for solving

The solution in [15] is based on two main conjectures relating the path and circular systems. Although we cannot prove them, we use them in the present paper as well. The final justification of both conjectures is in the match of the predicted and simulated values, as shown in Sec. 4.

The first one states that a local behavior of both systems is identical.

Assumption 1. If the path formation (5) is stable and flock stable, then the behavior of a circular system is the same as in the path system for vehicles reasonably far from the boundaries.

This assumption allows to use properties derived for the circular graph (which is much easier to analyze) in the path graph. We note that this treatment implies that the boundary condition for the path graph. We note that this treatment implies that the boundary condition does not affect our conclusions.

A similar assumption has been made by others (see [11, 9, 20]) to simplify the analysis and make the system spatially invariant. In fact, in Solid State Physics this idea is known as periodic boundary conditions and goes back to the beginning of the 20th century (see [21]).

In order to investigate flock stability in the path system using properties of a circular system, we need an additional assumption about relations of the two interconnections.

Assumption 2. If the circular formation is asymptotically unstable, then the path formation is either asymptotically unstable or flock unstable.

The explanation in [15] Def. 3.2] is that the path system (unlike the circular system) has non-normal eigenspaces which make the bad effects more pronounced. To this explanation we can add an additional one based on the travelling wave concept in distributed control [10]. Asymptotic instability can be caused by the travelling wave which is amplified as it travels in the formation. The amplification will happen far from boundaries also in the path system. This results either in an asymptotic instability or in a flock instability (if the reflections at the boundaries attenuate the signal sufficiently) of the path system.

Both assumptions are illustrated for our third-order system in Fig. 1 which shows the initial responses \((x_{35}(0) = 2\) and \(d_{ii} = 0\forall i,j)\) of the circular and path system. As can be seen, the signal gets amplified as it propagates from one agent to the other. On the other hand, individual agent’s response goes to zero, until the amplified travelling wave gets back to the agent after propagating through all other agents (see the sharp growth at time 70 in Fig. 1). The initial behavior of the path graph and circular systems is the same — both amplify the signal.

4. Analysis of the circular system

If \( \rho_x \neq \rho_v \) in the path system in (5), there are two different Laplacians \( L_x \) and \( L_v \) which are not simultaneously diagonalizable. This prevents many convenient approaches to guarantee stability such as a synchronization region [22] or LMI-based criterion [23]. This makes the stability and performance analysis of the path system very difficult.

To overcome this limitation, we invoke the Assumptions 1 and 2 to extract some properties of the circular system and apply them in the analysis of the path system. To obtain such properties, we assume in this section that the communication structure is the circular graph with Laplacians \( \hat{L}_x, \hat{L}_v \). These Laplacians are circular matrices, which are simultaneously diagonalizable. Note that we investigate the circular system only in order to learn something about the path system — the circular system is not of interest by itself.

4.1. Stability of the circular system

When we assume the circular interaction topology, the state-space model has a form

\[
\frac{d}{dt} \begin{pmatrix} \dot{z} \\ \dot{\hat{z}} \end{pmatrix} = \hat{M}_N \begin{pmatrix} \dot{z} \\ \dot{\hat{z}} \end{pmatrix} = \begin{pmatrix} 0 & I & 0 \\ 0 & 0 & I \\ -g_x L_x & -g_v L_v & -aI \end{pmatrix} \begin{pmatrix} z \\ \hat{z} \\ \dot{z} \end{pmatrix}, \tag{10}
\]

Figure 1: Signal propagation in initial-condition response. a) response of an asymptotically unstable circular system, b) response of a flock unstable path system. In both cases \( N = 70, a = 3, g_x = 2, g_v = 3, p_v = p_x = 0.33 \).
The Laplacians \( \hat{L}_x, \hat{L}_v \) are diagonalizable by the discrete Fourier transform. So let \( w_m \) be the \( m \)-th eigenvector of \( \hat{L} \), that is the vector whose \( j \)-th component satisfies
\[
(w_m)_j = e^{i \omega j} = e^{i \frac{2\pi m}{N} j}, \quad j = 0, 1, \ldots, N, \tag{11}
\]
with \( \phi = 2\pi m/(N+1) \) and \( i = \sqrt{-1} \). By \( |v| \), we calculate the eigenvalues \( \lambda_x \) of \( g_xL_x \) and \( \lambda_v \) of \( g_vL_v \) as
\[
\lambda_x(\phi) = g_x[1 - \cos \phi + i(1 - 2\rho_x) \sin \phi], \quad \lambda_v(\phi) = g_v[1 - \cos \phi + i(1 - 2\rho_v) \sin \phi]. \tag{12}
\]
Let us denote \( \beta_x = 1 - 2\rho_x, \beta_v = 1 - 2\rho_v \). We can expand the eigenvalues \( \lambda_x \) and \( \lambda_v \) in the Taylor series
\[
\lambda_x(\phi) = g_x i \beta_x \phi + \frac{1}{2} \phi^2 - \frac{i}{6} \beta_x \phi^3 \ldots, \quad \lambda_v(\phi) = g_v i \beta_v \phi + \frac{1}{2} \phi^2 - \frac{i}{6} \beta_v \phi^3 \ldots. \tag{13}
\]
We now calculate three eigenvalues \( \nu_{m,i}, i = 1, 2, 3 \) of \( M_N \) associated with \( w_m \) for each \( m \). The eigenvalue equation is
\[
\begin{pmatrix}
0 & I & 0 \\
0 & 0 & I \\
-g_x\hat{L}_x & -g_v\hat{L}_v & -aI
\end{pmatrix}
\begin{pmatrix}
u_{m,1} \\
u_{m,2} \\
u_{m,3}
\end{pmatrix} = \nu_{m,i}
\begin{pmatrix} u_{m,1} \\
u_{m,2} \\
u_{m,3}
\end{pmatrix}, \tag{15}
\]
from which follows that \( u_{m,2} = \nu_{m,i} u_{m,1}, u_{m,3} = \nu_{m,i} u_{m,2} \) and \( -g_xL_x u_{m,1} - g_vL_v u_{m,1} - a\nu_{m,i}^2 u_{m,1} = \nu_{m,i}^2 u_{m,1} \). Since \( L_x \) and \( L_v \) have as an eigenvector \( w_m \), it follows from the last equality that \( u_{m,1} = w_m \). For simplicity of notation we drop the subscripts of \( \nu \) except from when ambiguity seems possible. From the last row it is elementary to get a set of \( N + 1 \) eigenvalue equations for \( M_N \):
\[
\nu^3 + av^2 + \lambda_v(\phi)\nu + \lambda_x(\phi) = 0. \tag{16}
\]
Substituting the expressions for \( \lambda_x(\phi) \) and \( \lambda_v(\phi) \), we get
\[
\nu^3 + av^2 + g_v[1 - \cos \phi + i(1 - 2\rho_v) \sin \phi]\nu + g_x[1 - \cos \phi + i(1 - 2\rho_x) \sin \phi] = 0. \tag{17}
\]
By letting \( \phi \) equal 0 or \( \pi \) we get real polynomials
\[
\nu^3 + av^2 = 0, \quad \nu^3 + av^2 + 2g_v\nu + 2g_x = 0. \tag{18, 19}
\]
The equation \( 19 \) implies via Routh-Hurwitz criterion a simple necessary conditions for stability.

**Lemma 2.** The necessary conditions for the stability of \( \hat{L} \) for all \( N \) are \( a > 0, g_x > 0 \) and \( g_v > 0 \) and \( a > g_x/g_v \).

An important result is that a symmetric interaction in position is necessary for the stability of the circular system.

**Lemma 3.** The necessary condition for the stability of \( \hat{L} \) for all \( N \) is \( \rho_x = 1/2 \), i.e., \( \beta_x = 0 \).

\[\text{Proof.} \text{ From } 17 \text{ for each value of } \phi \text{ we obtain } 3 \text{ roots } \nu(\phi). \text{ Two of the roots in } 18 \text{ are zero. We find the behavior of nearby roots (for } |\phi| \text{ small). Since roots of polynomials are continuous functions of their coefficients, there will be } 2 \text{ branches of roots with } \nu(\phi) \text{ tending to zero as } \phi \text{ tends to zero from above, and another } 2 \text{ branches with } \nu(\phi) \text{ tending to zero as } \phi \text{ tends to zero from below.}
\]

Assume that \( \beta_x \neq 0 \). Expand \( 17 \) in terms of lowest order (in \( \nu(\phi) \)). We obtain \( av^2 + i\beta_x g_v \phi = 0 \). It is easily seen that for all values \( |\phi| \) this has two solutions in the right half-plane. It follows that if \( |\phi| \) is small enough, \( 17 \) must have two solutions in the right half-plane. It follows that we must choose \( \beta_x = 0 \), so \( \rho_x = 1/2 \).

The next theorem guarantees the stability of an arbitrary large system with a circular topology.

**Theorem 4.** All non-trivial eigenvalues of \( 10 \) have negative real part and only if all of the below hold:

I. \( a > 0 \) and \( g_x > 0 \) and \( g_v > 0 \) and \( a > g_x/g_v \).

II. \( \rho_x = 1/2 \).

III. \( 1 - 2\rho_v \in \left(-\frac{ag_v - g_x}{\sqrt{2g_v^2}}, \frac{ag_v - g_x}{\sqrt{2g_v^2}}\right) \).

\[\text{Proof.} \text{ Let us call the statement "Circumstantial system } 10 \text{ is stable" as } S. \text{ The necessity of conditions I. and II. were proved above. We will use them to prove that given I. and II., then III. is false equivalent to } S \text{ is false.}
\]

We know from \( 18 \) that \(-a \) is a solution of \( 17 \) and that it lies in the left half-plane. By continuity of roots of polynomials all the solutions of \( 17 \) must lie on a curve \( \nu(\phi) \) starting at \(-a \). To have unstable roots on the curve \( \nu(\phi) \), the curve must cross the imaginary axis for some \( \phi \in (0, 2\pi) \). Then there must be purely imaginary solutions \( \omega(\omega \text{ real}) \) to \( 17 \). Substitute \( \omega \) for \( \nu \) into \( 17 \) to get
\[
-\omega^3 - aw^2 + [i(1 - \cos \phi) - \beta_v \sin \phi]g_v + g_x(1 - \cos \phi) = 0. \tag{20}
\]
The real and imaginary parts of \( 20 \) are, respectively:
\[
-aw^2 - g_v\sin \phi + g_x(1 - \cos \phi) = 0, \quad -\omega(\omega^2 - g_v(1 - \cos \phi)) = 0. \tag{21, 22}
\]
So \( S \) is false if both of the last equations hold (i.e., \( 20 \) has a solution). The equation \( 22 \) holds for \( \omega = 0 \) or \( \omega^2 = g_v(1 - \cos \phi) \), where \( \omega = 0 \) gives only the ‘trivial’ eigenvalue (namely \( \phi = 0 \)). Plugging the other solution \( \omega^2 = g_v(1 - \cos \phi) \) into \( 21 \) gives:
\[
\beta_v = \pm \frac{ag_x - g_v}{\sqrt{2g_v^2}} \frac{2(1 - \cos \phi)}{\sin \phi}. \tag{23}
\]
The factor \( \frac{\sqrt{2(1 - \cos \phi)}}{\sin \phi} \) maps the unit circle onto \([-\infty, -1] \cup [1, \infty] \). So for \( |\beta_v| \leq \frac{ag_x - g_v}{\sqrt{2g_v^2}} \) there exists \( \phi \) for which equation \( 20 \) is satisfied, the system then has purely imaginary roots and therefore the system can be unstable. If \( |\beta_v| < \frac{ag_x - g_v}{\sqrt{2g_v^2}} \) then no imaginary solution exists and whole curve \( \nu(\phi) \) lies in the stable half-plane. \( \square \)
4.2. Signal properties

Similarly to [19], we would like to obtain the signal velocity in our circular system (10). By [19, Lem. 4.4], the phase velocity \( c_{m,i} \) and its damping \( \alpha_{m,i} \) for a mode associated with a given \( \phi \) can be calculated as

\[
c_{m,i} = -\text{Im}(\nu_{m,i})/\phi_{m,i}, \quad \alpha_{m,i} = \text{Re}(\nu_{m,i}), \quad i = 1, 2, 3. \tag{24}
\]

We are interested in modes with very low damping, since we want to derive the transients the original path system (5). Transients in the path system (5) are shown by red (\( c_+ \)) and blue (\( c_- \)) crosses, the corresponding damping by circle. \( N = 500, a = 2, g_2 = 6.2, g_c = 10, \rho_0 = 0.4. \)

Figure 2: Phase velocities calculated by (24) in vehicles/s (solid) and the corresponding damping (dashed) as a function of \( \phi \). There are three waves for each \( \phi \), two with negative velocity (blue and green) and one with positive (red). The phase velocities in green have all high damping, so they do not affect the signal velocity. The signal velocities from (26) are shown by red (\( c_+ \)) and blue (\( c_- \)) crosses, the corresponding damping by circle. \( N = 500, a = 2, g_2 = 6.2, g_c = 10 \) and \( \rho_0 = 0.4. \)

The transient we analyze is when the platoon is in steady-state and the leader starts to move with unit velocity (8).

We have Theorem 3 guaranteeing the stability of the circular system which by Assumption 2 allows for flock stability of the path system. The signal velocity in (26) should remain the same in the path system — Assumption 1.

The boundary conditions are the same as in [15] — the leader driven independently of the platoon and the agent \( N \) having no follower. For stable systems (in both senses), the orbit of the last agent can be characterized by the following quantities (see Fig. 3); half-period \( T \) is the smallest \( t > 0 \) such that \( z_N(t) - z_0(t) = 0 \) and the amplitude \( A_i \) of the \( i \)th oscillation is \( A_i = \max_{t \in (-1)T, tT} |z_0 - z_N|. \) We can now restate [15] Thm. 3.5 for the system with friction.

Theorem 6. If Assumptions 1 and 2 hold and the path system (3) is asymptotically stable, the parameter values satisfy the conditions in Theorem 3 and as \( N \) tends to infinity, the system (3) will behave as a wave equation with boundary conditions. The signal velocities are given by (26) in particular, if from an equilibrium position at rest, the leader starts to move with a unit velocity at \( t = 0 \), then the characteristics of the orbit of \( z_0(t) - z_N(t) \) are:

\[
A_1 = \frac{N}{|c_+|}, \tag{27}
\]

\[
|A_{k+1}/A_k| = |c_-|/|c_+|, \tag{28}
\]

\[
T = N \left| \frac{1}{|c_+|} + \frac{1}{|c_-|} \right|. \tag{29}
\]

The proof of [15] Thm. 3.5 uses only boundary conditions and wave velocities, hence it remains valid for our case as well. Note that when the leader starts moving, this causes first a wave with velocity \( c_+ \), which then reflects at agent \( N \) as a wave with velocity \( c_- \).

By the stability conditions we mentioned, (26) gives one positive real and one negative real solutions (red and blue crosses in Fig. 4). The wave with the positive velocity \( c_+ \) propagates in the direction with growing vehicle index and the wave with \( c_- \) the other way.

5. Transients in the path system

We have obtained enough properties of the circular system to derive the transients the original path system (5).

6. Simulation verification

The Fig. 4 numerically validates Theorem 6 by calculating the relative error between the predicted and mea-
ured values as a function of $N$. Let $\chi$ be a given quantity of interest in Thm. 6 — either $A_i$, $A_{i+1}/A_i$ or $T$. Let $x_{\text{pred}}$ be the value predicted by (27), (28) or (29), respectively, and $x_{\text{meas}}$ be the value measured from the numerical simulations of a finite platoon. The error is calculated as

$$\vartheta = \log \left( \frac{x_{\text{pred}}}{x_{\text{meas}}} - 1 \right),$$

(30)

We can see that the relative error of each predicted parameter decreases exponentially with the increasing number of vehicles in the platoon. This confirms the asymptotic formulas in Theorem 6 and also Assumptions 1 and 2.

Figure 4: The numerical verification of (27), (28) and (29). The relative errors are carried out with (30) for $g_x = 0.2$, $g_y = 0$, $a = 2$, $\rho_x = 0.5$ and $\rho_y = 0.4$. The $\alpha_1$ and $\alpha_2$ are the attenuation coefficients from (29) for $A_2/A_1$ and $A_3/A_2$, respectively.

The numerical simulations in Fig. 5 show that a platoon with a controller tuned symmetrically (the left panel) has a very long transient. The transient is shortened for the case of the asymmetric controller (the middle panel), however, the overshoot of such a platoon is extremely large, which is a consequence of Lemma 3 — the circular system is unstable, hence the path system is flock unstable. When we set the asymmetry only in the velocity (right), the overshoot of such a platoon is extremely large, which is a consequence of Lemma 3 — the circular system is unstable, hence the path system is flock unstable. The absolute value of the error of the $i$th vehicle in the first oscillation is approximately the area of the trapezoid

$$E_{i,1} = \int_0^T |e_i(t)| dt \approx \frac{1}{2} \frac{T}{A_1}.$$  

(33)

We have approximated the first oscillations. The errors of the others are calculated in a similar same way, i.e. the period is again $T$ and the amplitude is obtained using (28).

7. Optimization of system parameters

The previous section gave us signal velocities and amplitudes of the transient, which depend on the gains $g_x$ and $g_y$, and the velocity asymmetry $\rho_x$. In this section we give an approach how to select these three parameters. We assume that the friction $\alpha$ is given by the vehicle model and cannot be affected by the designer.

We propose the following method for “optimal” (due to asymptotic formulas) gain and asymmetry selection. It is based on minimizing the absolute value of the spacing error of all vehicles in the formation, denoted as $E$, when leader starts to move from the stand-still. Therefore, the optimization has a form

$$\min_{g_x, g_y, \rho_x} E = \min \sum_{i=1}^N \int_0^\infty |e_i(t)| dt,$$

(31)

where the error is given by $e_i(t) = z_0(t) - z_i(t)$. Clearly, $e_0 = 0$. $E$ is minimized over $g_x, g_y, \rho_x$.

Theorem 6 tells us that the system behaves as a wave equation with boundaries. After a unit change of leader’s velocity, first the signal spreads from the leader to vehicle $N$ with velocity $c_+$ and then it reflects back with velocity $c_-$. The graph of the response of the last vehicle in the formation must then be almost triangular, as shown in Fig. 3. The error of the first oscillation for the last vehicle (before $e_N$ gets back to zero for the first time) is

$$E_{N,1} = \int_0^T |e_N(t)| dt \approx \frac{1}{2} TA_1.$$  

(32)

To get the error of the other agents we assume that the maximal value of the error of $i$th agent is given by $\frac{1}{2} a_i$ (the peaks are uniformly spaced from 0 to $A_1$ with distance $\frac{A_1}{N}$). Then the shape of the error is almost a trapezoid with one base of length $T$ and the other with $(N-1)\left(\frac{1}{|c_+|} + \frac{1}{|c_-|}\right) = T - \frac{T}{N} = T \left(1 - \frac{1}{N}\right)$. The absolute value of the error of the $i$th vehicle in the first oscillation is approximately the area of the trapezoid

$$E_{i,1} = \int_0^T |e_i(t)| dt \approx \frac{1}{2} TA_i \left(1 - \frac{i}{2N}\right).$$

(33)

We have approximated the first oscillations. The errors of the others are calculated in a similar same way, i.e. the period is again $T$ and the amplitude is obtained using (28).

We used (28) to quantify the amplitude of the $j$th oscillation and then the sum of the geometric series since $|c_-| < 1$. Our criterion (31) captures the sum of $E_i$ of all agents. It can be calculated as

$$E = \sum_{i=1}^N E_i \approx \sum_{i=1}^N \frac{A_i}{N} i T \left(1 - \frac{i}{2N}\right) \frac{1}{1 - |c_-|}$$

$$= \frac{A_1}{N} i T \left(1 - \frac{i}{2N}\right) \frac{1}{1 - |c_-|}.$$  

(35)

with $C = \sum_{i=1}^N \frac{A_i}{N} \left(1 - \frac{1}{2N}\right)$ being a constant which cannot be changed by optimization. Thus, it suffices to minimize $J$. After plugging from (29) and (28), it has a form

$$J = \frac{A_1 T}{1 - \frac{|c_-|}{|c_+|}} \left(\frac{|c_+| + |c_-|}{|c_+| - |c_-|}\right) N^2 = \hat{J} N^2.$$  

(36)

The number of agents is not part of the optimization and does not affect the minimum. Plugging for the signal velocities from (26) we evaluate the sums and products as $|c_-| +
\[ |c_+| = (g^2_x |\beta|^2 + 2ag_x)/a, \quad |c_-| = |c_+| = g_x/(2a). \]

With these terms the criterion (36) becomes

\[ \dot{j} = \sqrt{g^2_x |\beta|^2 + 2ag_x} \frac{2a}{g_x} = \frac{1}{g_x^2} + \frac{2a}{g_x^2} \frac{2a}{g_x^2} - 2a. \]  

(37)

Since \( a \) is a given constant and the square root is monotonically increasing, we get the final optimization problem

\[ \min \frac{1}{g_x^2} + \frac{2a}{g_x^2}, \]  

s.t. conditions in Theorem 4.

The final criterion is a function only of the parameters \( g_x, g_v, \beta_c \), which the platoon designer can affect.

7.1. Scaling of the absolute error

The total error (31) can be written using (35) and (36)

\[ E \approx JC = J N^2 \sum_{i=1}^{N} \left( 1 - \frac{i}{2N} \right). \]  

(39)

Lemma 7. The error \( E \) in (31) scales cubically with \( N \) as

\[ E(N) \approx \frac{j}{12} N(N+1)(4N-1). \]  

(40)

Proof. The proof is a simple manipulation of (39).

\[ E \approx J N^2 \sum_{i=1}^{N} \left( 1 - \frac{i}{2N} \right) = \frac{j}{2} \frac{N^2(N+1)}{2} \frac{2N^2}{2} \]  

\[ = \frac{j}{2} \left( 2N \sum_{i=1}^{N} i - \sum_{i=1}^{N} i^2 \right) = \frac{j}{2} \left( 2N - \frac{N(N+1)}{2} \right)^2 \]  

\[ - \frac{N(N+1)(2N+1)}{6} = \frac{j}{12} N(N+1)(4N-1). \]  

\[ \square \]

The scaling of \( E \) of different architectures with \( N \) calculated from simulations is in Fig. 6. It is clear that the error is the smallest for asymmetry only in velocity and also that the error of asymmetric control with identical asymmetries scales exponentially in \( N \), which confirms flock instability (\( \rho_v \neq 0.5 \)). Also the predicted value matches the calculated one.

8. Optimization results

Although both the criterion (38) and the stability constraints are nonconvex, the optimization using function fmincon in Matlab for nonconvex optimization terminated quickly and successfully. The code used for simulations in the whole paper can be obtained at [21].

As follows from (38), the optimization procedure tried to increase the gains \( g_x \) and \( g_v \) to decrease the criterion. Therefore we specified the limit on \( g_x, g_v \) to limit the controller effort. The optimization was conducted for a given friction \( \alpha = 2 \) and we got the values \( g_x = 6.2, g_v = 10 \) and \( \rho_v = 0.4 \). The upper bounds for both gains \( g_x, g_v \) were set to 10. To stay away from the flock stability boundary, we changed the flock stability criterion in Thm. 4 to

\[ \beta_v + 1 - 2\rho_v = \frac{2g_v - g_x}{\sqrt{2g_v^2} + \varepsilon, \frac{2g_v - g_x}{\sqrt{2g_v}} - \varepsilon}, \]  

(42)

with \( \varepsilon = 0.1 \). The response is shown in Fig. 3 and 5.

8.1. Robustness evaluation

The optimization results should be verified to give robust results. The simplest way to achieve robustness is to add some nonzero term \( \varepsilon \) to each of the stability criteria in Thm. 4 as was done in [12]. Then the system is not allowed to operate on the flock stability boundary.

The most important parameter of the system is the friction \( \alpha \). This might change during the operation of the system and also might not be exactly known apriori. Using the values \( g_x = 6.2, g_v = 10, \rho_v = 0.4, N = 1200, \)
we simulated the response of the system for friction range \( a \in [1.4, 2.8] \) and calculated the norm of the error using (31). Fig. 7a shows how the norm changes with friction. We see that the change is approximately linear in friction and the system has a good performance for a wide range of \( a \). The sharp growth for low friction caused by flock instability confirms the Assumption 2. The stability criterion in Thm. 4 is violated for \( a \leq 1.514 \) since \( \beta_0 = 1 - 2 \rho_v > \left( \frac{a g_x - g_0}{\sqrt{2 g_v}} \right)^2 \), making the system flock unstable. As \( N \to \infty \), the sharp growth appears exactly at the critical point \( a = 1.514 \).

The Figure 7b shows how the error norm changes as a function of \( \rho_v \in [0.34, 0.44] \) with the optimal value \( \rho_v^* = 0.37 \) (other parameters are \( g_x = 8.3, g_0 = 10, a = 2, N = 1200 \)). These are the values with \( \varepsilon = 0 \) in (12). It is clear that the value \( \rho_v^* \) is almost the minimum of the function \( E(\rho_v) \). The better performance for lower (non-optimal) \( \rho_v \leq \rho_v^* \) is due to asymptotic formulas used. When number of vehicles increases, the minimum will get closer to \( \rho_v^* \). Due to the sharp growth for \( \rho_v < 0.36 \) we recommend using \( \rho_v = 0.40 \) to achieve robustness, as obtained using [12] with \( \varepsilon = 0.1 \). Then we get also \( g_x = 6.2 \), as above.

9. Conclusion

We investigated the transients in a vehicular platoon with identical vehicles having friction. The asymmetries for coupling in position and velocity are different. For some steps in the analysis, we considered circular system in order to infer properties of the path system. To achieve flock stability, the coupling in the position must be symmetric. Then the path system behaves as a wave equation with boundaries, where the travelling waves have different velocities. Using these velocities, we developed an optimization procedure to find out the parameters of the controller. Based on simulations, we conclude that the behavior of such platoon is superior to both symmetric and identically asymmetric platoon.

We believe that the approach and some of the results shown here easily generalize to more complicated systems having two integrators in the open loop.