Stipak

REPLACEMENT ANALYSIS, BASIC APPROACH

A. Without Discounting

Construct a table to show for each time period t:
1) operating cost, C
2) total operating costs up to and including that time period, £C
3) salvage value, S :
4) average cost per time period:
(purchase cost - S + g§C)/t

Replace equipment after time period that results in minimum average cost
per time period.

B. With Discounting

For costs incurred over a long time interval, a realistic analysis requires
that future costs be discounted, based on an assumed interest rate i.

Construct a table to show for each time period t:

1) operating cost, C
2) present value of operating cost, PV(C)
c (Note this assumes for simplicity that all
PV(C) = ———— . . .
(I+i)t operating costs for period t are incurred
at end of period t.)
3) total present value of operating costs up to and including that
time period, iPV(C)

4) Ssalvage value, S
5) present value of salvage value, PV(S)

PV(S) = S
(+1)*t

6) net present value of all costs over the time period
PV(all costs) = purchase cost - PV(S) + €PV(C)
7) uniform annual equivalent cost
To compute the uniform annual cost, multiply PV(all costs)
U PFTT 2 —> by a capital recovery (ampfortization) factor for a uniform
annual series. Equivalently, divide PV(all costs) by an
annuity discount factor.

Replace equipment after time period that results in minimum uniform annual
equivalent cost.
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Stipak

Homework Problem, Replacement Analysis

As a result of a newspaper report describing the new car purchases by the
department head of one of the city's departments, the city council of
city X has before it a proposed ordinance that would require that city
vehicles not be replaced until they were used at least ten years. The
city manager is concerned how such an ordinance would affect how econom-
ically city vehicles could be operated, since the manager knows that
operating costs increase with age of the vehicle. The manager therefore
hires you as a consultant to analyze the potential economic impact of
this proposed ordinance. You decide to undertake two analyses:

a) Analyze the effect of length of time the vehicles are kept
on average total cost per year. Determine how long vehicles
should be kept to minimize average per year cost. Show the
effect that a policy of keeping vehicles for ten years would
have on average per year cost.

b) Analyze the effect of length of time the vehicles are kept
on uniform annual equivalent costs, assuming a discount rate
of eight percent. Determine how long vehicles should be kept
to minimize the uniform annual equivalent cost. Show the
effect that a policy of keeping vehicles for ten years would
have on the uniform annual equivalent cost.

Before beginning your analysis, you obtain the following information.
The purchase cost of new vehicles of the type used in the city's motor
pool is $6000. Total operation and maintenance costs for the first year
of use are $500, and for subsequent years total operation and maintenace
costs increase about $200 per year. The resale value of the vehicles
after t years is given below:

resale value

L

] $3000
2 $2500
3 $2200
L $2000
5 $1800
6 $1500
7

8

9

0

$1200
$ 900
$ 600

] $ 300
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Replacement Models in
Public Administration

Determining when the replacement of certain items Should occur is a
familiar problem to many public agencies. As with supply and service
systems, this determination is a matter of trade-offs among various factors.
In the case of replacement models, the two conflicting factors are the cost
of keeping the item for another year (e.g., increased maintenance and
operation costs) versus the cost of replacing the item.

There are essentially two reasons for replacing items. First, mainte-
nance and operation result in increasing costs, and replacement with a new
item may be considered desirable to keep these costs at a reasonable level.
Second, the replacement may be stimulated by a failure of the item or an
impending failure.

While it may seem that replacement models are not appropriate in
non-capital-intensive government operations, this is not the case. There
are many situations in which replacement models are appropriate in public
organizations. In the raditional sense, replacement models can be used for
making decisions about such things as car pools, sanitation equipment,
hospital equipment, lighting supplies, and public transportation vehicles.
In addition, the replacement of public office buildings, airport facilities,
and school buildings can be viewed as replacement problems, although
these are more complex than traditional replacement applications.

A Replacement Model with Increasing Operation and
Maintenance Costs

Suppose a community has a sanitation vehicle that initially cost $20,000.
The cost of operating and maintaining the equipment is estimated to be
$1000 the first year and is estimated to rise at a rate of $200 a year. The
community would like to know the optimal time to replace the vehicle.
Assuming that the replacement decision will be made only at the end of
yearly intervals, the analysis of this problem can be developed in a tabular
form.

Table 11-1 shows a summary of the costs incurred by the sanitation
vehicle duning each year of its operation. As the analysis in the first row of
Table 11-1 shows, the average yearly cost of the vehicle if it were replaced
after the first year of operation would be $1000 since there has only been

209
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Table 11-1
Cost Summary for Sanitation Vehicle Replacement
Operation Toral Average
A}'eruge and Operation Operation
Capital Maintenance and and Average
End of Cost/ Costs Muaintenance Muaintenance Total
Year Year ($) for Year ($) Costs (8) Costs ($) Costs ()
1 20,000 1,000 1,000 1,000 21,000
2 10,000 1,200 2,200 1,100 HEL 100
3 6,667 1,400 3,600 1,200 7.867
4 5.000 1,600 5,200 1.300 6.300
s 4,000 1,800 7.000 1,400 5,400
6 3,333 2,000 9,000 1,500 4,833
7 2,857 2,200 1,200 1,600 4,457
8 2,500 2,400 13600 1,700 4.200
9 2,222 2,600 16.200 1,800 4,022
10 2,000 2,800 19,000 1,900 3,900
11 1,818 3,000 22,000 2,000 3818
12 1,667 3,200 25,200 2,100 3,767
13 1,538 3,400 28.600 2,200 3,738
14 1429 3,600 32,200 2,300 3.729
IS 1333 3.800 36,000 2,400 3.733

one year of operation. Thus the total average yearly costs would be
$21,000. :

The same process is repeated for the case in which the vehicle is not
replaced until after its second year of operation. The average yearly cost of
.the vehicle itself would now be $10,000 since the $20,000 cost of the vehicle
is spread over two years. The costs of operation and maintenance are $1200
for the second year, a $200 increase over year 1. The total operation and
maintenance cost for the first two years is $2200, giving an average yearly
cost of $1100. The total average yearly costs for replacing the vehicle after
the second year are $11,100. Since the average yearly cost has decreased
from a first year replacement, it is desirable to keep the vehicle at least for
two years.

This process is repeated for each year until the total average yearly
costs reach a minimum. As shown in Table 11-1, the minimum average
yearly costs can be achieved by replacing the sanitation vehicle at the end
of the fourteenth year.

While this procedure is straightforward, it fails to take into account the
va.lue of the money tied up in the capital investment. It may be inappro-
priate to consider costs incurred in separate years without converting these
to equivalent annual costs, which take into account the value of the money
invested. In order to examine how the value of money invested will change
the replacement analysis, a diversion must be made to examine the con-
cepts of interest calculations.
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Economic Analysis Concepts

The use of money costs money. When someone purchases a home, he pays
an interest charge for the money that he is lent to pay for the home. In
government organizations, money may not be borrowed to pay for pur-
chases, such as the sanitation vehicle, but the investment in the purchase
will still cost money. The city. in purchasing the sanitation vehicle, 1s
devoting $20,000 to this project that could be invested elsewhere. In a
sense, the cily experiences an opportunity cost in that it has lost the
opportunity to invest the funds in some other project.

The cost of invested money is generally expressed as an interest rate
and is calculated as the ratio between the interest paid on an investment at
the end of some period of time and the money invested initially. Thus, if an
investment of $1000 returned $80 in interest, the interest rate would be:

i = 80/1000 = 0.08

or
i= 8%

In almost all cases the interest rate is compounded; the interest is
computed not only on the original investment, but also on the accumulation
of the interest on the investment. If a city had invested $100,000 of its
revenue sharing funds in a bank paying 6 percent interest compounded
annually, the city would have $100,000 + 0.06($100,000) = $106,000 at the
end of the first year. In the second year, the investment would be worth
$106,000 + 0.06($106,000) = $112,360.

When compounded interest is used, it is often desirable to determine the
future worth of an initial investment. If the future worth of the investment is
designated as F and the initial investment designated as P, the value of F
can be found using the relationship:

F=PQ1+iy

where n is the number of investment periods. If the city would like to know
the worth of its $100,000 investment at the end of 5 years using an interest
rate of 6 percent, the value of the investment can be found as:

F = 100,000 (1 + 0.06)*
$133,823.

Thus, after five years the city will have $133,823 in its investment account.
While this procedure is relatively straightforward, the calculation of
(1 + i)" can be burdensome. Therefore, tables have been developed which
give these values. In the Appendix, this value and others are provided and
can be found in the table for i = 6 percent (0.0600 Compound Interest
Factors) under the column labelled F/P. The notation F/P indicates that
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the factor for the calculation of the future worth F is desired given that the
present worth Pis known. In mathematical notation, this would be read as
F given P. Once the appropriate column is found, the factor value for the
appropriate value of n is found. For n = 5, the factor is 1.3382. The
calculation of F is easily found as:

F = 100,000 (1.3382)
= 133,820.

The only difference between this value and the previous value is the
four-p{ace accuracy of the table. From this point, the tables will be used
extensively and the original formula will be rewritten as:

F = P(F/P—i—n)

where (F/P—i—n) indicates the factor value for finding F when Pis given
with an interest rate of i compounded for n investment periods.

' The reverse operation is also possible. Suppose the city has an obliga-
thl‘l of $250,000 to meet in 10 years and would like to know how much must
be invested now to meet this obligation. The interest rate is 8 percent and is
compounded semiannually. The appropriate formula in this case will be

P = F(P/F—i—n)
= 250,000 (P/F—0.04—20).

Notice that n = 20 in the above formula. Since the interest rate is com-
pounded semiannually, there are essentially 2 investment periods
per year, or 20 investment periods for 10 years. The interest rate, since it
is compounded semiannually, is generally divided in half. The factor
(P/F—0.04-—-20) is found in the table as 0.4564. Thus, the needed invest-
ment will be

P = 250,000 (0.4564)
= $114,100.

Suppose the city would like to meet its $250,000 obligation by putting
away money each year for 10 years rather than putting one amount away at
?he beginning of the entire 10-year investment period. These periodic
investments are generally assumed to be of the same amount and will be
designated as A. The same general principle applies in this case as before.
The future worth will be found from the relationship

A = F(A/F—i—n).

Iftheinterestrate is 8 percent compounded semiannually, the factor will be
based upon a 4 percent interest rate for 20 investment periods. Thus, the
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factor (A/F—0.04—20) can be found from the tables as 0.0336. The annual
payment would thus be:

A = 250,000 (0.0336)
= $8400.

Other calculations are also possible. Suppose a city issues a $100,000
bond at 6 percent interest to be compounded annually. The city would like
to know what annual payments it must make to pay off the bond with
interest in 20 years. In this case, the initial investment is known to be
$100,000 and the annual payments are to be found. Thus the relationship

A = P(A/P—i—n)
will be used. The factor (A/P—0.06—20) is found from the tables to be
0.0872. Thus, the annual payments will be
A = 100,000 (0.0872)
$8720.

As is evident from the Appendix, any of the three investment values can
be identified if one of the other investment values is known. This brief
section cannot do justice to the general concepts of finance, and the reader
is encouraged to pursue this general topic in more detail by examining one
of the numerous textbooks in the area. Given this brief exposition, atten-
tion will now be returned to replacement models.

A Replacement Model with Increasing Operation and
Maintenance Costs with Interest

In the previous replacement example, the interest rate was assumed to be
zero. However, the consideration of the value of money should be incorpo-
rated into the analysis. In doing this, the respective costs must be puton an
equivalent basis. The easiest way to do this is to convert all of the coststo

?};\Mﬂjm Tn other words, the different costs, although

ey were incurred in each year of equipment operation, will be converted
to an equivalent annual cost as if an equal cost were incurred in each year.
The calculation of the equivalent annual costs is more difficult than the
previous example and will be analyzed with the use of Table 11-2. The first
cost to convert to an annual basis is the initial cost of the sanitation vehicle.
This is a relatively straightforward procedure in which the present worth
P is given, and the equivalent annual cost A is desired. The factor
(A/P—0.06—n) given in column (2) of the table is multiplied by the $20,000
initial investment to give the equivalent annual costs of the original cost of
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Cost Summary of Sanitary Vehicle Replacement with Interest Considerations

Table 11-2

Year

(1
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year in which they are incurred and then converting these to an equivalent
initial cost P. This calculation is performed in Table 11-2 by multiplication
of column (4) by column (5), with the result shown in column (6). The total
costs of maintenance and operation are then found by adding together the
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The two replacement costs components, columns (3) and (8), are then
- a added together, giving the total equivalent annual costs of column (9).
38E8Y 28322 8X3gg ¢ 23 X Searching column (9) for the minimum total cost identifies 17 years as being
T T s T e e s the optimal replacement interval.
The effect of interest considerations in the caiculation of the optimal
= replacement interval is generally to extend the optimal life of the item under
: analysis. The specification of the interest rate is perhaps the most difficult
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A Replacement Model for Items That Fail

IR ESTF 2P 52 »
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S6cSS 80508 5565 555 In the previous replacement models, it was assumed that items would
continue in service indefinitely and would not fail. While this assumption is
a obviously invalid for most cases, the useful life of many items is generally
3§ IR LRSS L8N 2 § S X long enough to make this assumption appropriate. In other cases, item
&EIRT ERHIR GR4=S & fai an i \ ) I : h
SSRVYE TemaN NN - g ailures are an inherent part of the replacement problem. For items such as
= street lights, filters in sewage treatment plants, and the components of many
larger places of equipment used in government service, failures can be
troublesome and expensive, and policies for their control can be valuable.
o903 2338 x THRERE 23S o ; i i i i
PEEC BR3EE 8 2058 238 3 Since the light bulb is a classic example of this type of replacement
el 0CScs cesae o §§ = problem. the example to be .discussed here will lhen_ be the analysis of a
city's replacement of street lights. Suppose that the city has collected data
i on its replacement of street lights and observes their failure characteristics
L to be as shown in Table 11-3.
3 Given the number of survivors listed in the table, the failures during the
M TN OO AG —eim i O~ 00 5 month can be found quite easily as:
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Table 11-3
Failure Data for Street Lights
Survivors at Beginning Failures during Probuability of Failure

Month of Month Month during Month

1 5000 100 0.02

2 4900 400 0.08

3 4500 500 0.10

4 4000 400 0.08

5 3600 500 0.10

6 3100 600 0.12

7 2500 600 0.12

8 1900 700 0.14

9 1200 400 0.08

10 800 600 0.12

11 200 200 0.04

12 0 0 0.00

Fr=58 -84
where F, = the failures during time ¢
S, = the number of survivors at the beginning of time ¢
The probability of failures during a month are also quite easily found as:
P‘ = Fl/N
where P, = the probability of failures during month ¢
N = the number of original items

In staffing its street light maintenance program, the city would like to
know how many replacements will be made each month. In order to
determine this, it will be assumed that all the lights begin at time (0) as
completely new lights. The number of replacements to be made in time ¢
will be designated as R,. For the first month, the expected number of
replacements will be:

R, = NP,
5000(0.02)
= 100

During the second month, a given proportion of the original street lights are
expected to fail. In addition some of those street lights replaced in the first
month are also expected to fail. The total number of replacements can be
found from the relationship:
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R,

1l

NP, + R,P,
5000(0.08) + 100(0.02)
= 402.

I

In successive months, the number of replacements will be found in a similar
fashion. The relationships for months three and four wiil be:

R, = NP, + R\P, + R,P, = 516"
R4:NP4+R|P3+R2P2+R3P|=452.

Replacement formulas for the remaining months are found in similar fash-
ion but are not given here.

The number of replacements during each month are shown in Table 11-4
for the first 20 months of operation. As indicated in Table 11-4 the number
of replacements each month varies considerably at first but eventually
begins to reach steady-state conditions.

The expected number of replacements once the steady-state conditions
have been reached are found from the relationship:

Re = N/t

the expected number of replacements under steady-state
conditions

where R,

It

N = the number of items in use

tw = the average life of the equipment.

Thus, for an average life of 6.34 months, the expected number of street light
replacements will be:

R,

5000/6.34

788 replacements/month

il

With this information, the city’'s maintenance department can be staffed
accordingly.

One alternative to replacing all street lights as they fail is to replace the
lights in a group before they fail. By replacing lights in a group, it is
expected that the extra costs of individual replacement will be saved
through the economies of scale of group replacements. Of course, any
lights that fail before group replacements are made will continue to be
replaced on an individual basis. The total costs will be the sum of the cost of
group replacements C, and the cost of replacing individual items that fail
before group replacements are made C,.

The costs of group replacements for a given time period will be simply:
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Table 11-4
Replacement Requirements
Necessary Necessary Necessary
Month  Replacements Month  Replucements Month Replu('emehlx
1 100 8 983 15 779
2 402 9 775 16 813
3 516 10 1074 17 810
4 452 1 763 18 824
5 599 12 65S 19 790
6 742 13 725 20 795
7 801 14 747
C, = NC,/i
where C, = costs of group replacements
N = the total number of items replaced as a group

C, = the cost per unit replaced whenitems are replaced ina group
t = the time interval between group replacement.

The cost of individual replacements of bulbs that fail between the

scheduled time for group replacements will be estimated from the relation-
ship:

-1
Cg = CUZ X,/l
=1

where C, = the total costs of replacing items that fail before group
replacements

Cy = the cost for areplaced unit when replacements are made on
an individual basis

X; = the number of replacements expected during the jth time
period

t = the time interval between group replacements.

The total cost of a particular replacement strategy will thus be the sum
of the two costs or:

C=C, + C,.

Suppose the city accountant has estimated the replacement costs tobe C, =

$2/light and C; = $20/light. For group replacements every two months the
costs will be:
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G

NC,/t
= 5000(2)/2
5000 $/month

-1
Cz = Cuz X’/l
J=1
CUXI/’
20(100)/2

1000 $/month

1

TC=C, + C,
5000 + 1000
= 6000 $/month

The cost calculations are continued in a similar fashion until the
minimum total cost is found. The results of these calculations are shown in
Table 11-5. The minimum cost of 6000 $/month is associated with the
replacement of the entire group of street lights every two months. If the
lights were replaced only upon failure, there would be 788 replacements
expected every month at a cost of $20 per replacement or a total cost of
$15,760. Thus it is clear that the replacement of the lights every 2 months
would be a more economical policy. While cities may not follow replace-
ment strategies as suggested here, the economics of the situation may
indicate that an alteration in conventional replacement strategies may lead
to savings.

The Role of Replacement Models in Public Administration

As with other probabilistic models, the range of models presented here is
limited but gives some insight into the general approach of replacement
models. Replacement situations are somewhat like supply systems in that
they seem to receive little formal analysis in public organizations. One
reason for this may be the practical realities of replacement financing
within public budget restrictions. Replacements may be constrained to
given years when funds are available regardless of the economics of the
policy. Of course, a more comprehensive analysis of replacement needs
should lead to a better system of replacement funding.

In general, replacement models are designed for operational level deci-



220

Table 11-5

Cost Summary for Different Replacement Periods
t C, C, Ic
1 10000 0 10000
2 5000 1000 6000
3 3333 3346 6679
4 2500 5090 7590
s 2000 5880 7880

sions. The singular objective of minimizing total cost is typical of most
replacement models. Although most replacement models would have to be
altered significantly to be effective at the operational level, most replace-
ment decisions seem to be operational in nature. Thus replacement models
appear to be consistent with the level of decision making at which they are

used.
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Waiting-Line Models

Synopsis and Applications

ESSENTIAL CONCEPTS:

Definitions and types of busi queuing syst

The nature of waliting-1ine models

Probability distributions for arrival and service processes
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Basic Definitions

A waiting line 1s A waiting line is simply one or more items waiting for some type of service. Waiting
simply one or more stems  lines are also called quewes. Examples of waiting lines include automobiles waiting
watting for some type o/ for fuel at a service station, food products waiting to be dispensed by an automatic
sereice. Warting lines . .

vendor, income tax returns waiting to be processed by the Internal Revenue
are also called queues. R N . i . R

Service, patients waiting for medical facilities 1o become available, and partson a
production line waiting for a machine to perform an assembly operation.

A sevver, or service facility, provides service to the items in a waiting line. A gasoline

A server, or service

facility, promdes pump is a scrver in a service station. The mechanism that dispenses food is a server

::_:::::I'T: HemiIna i an automatic vendor. The server that processes income tax nrlurm might be a
clerk or a computer. £ a queue consists of requests for telephone installations, then

the server is a telephone installation crew.
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A queuing system s
composed of one or mare
waiting lines and one or
more SeTvers.
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Note that items in a queue can come to the server, as when patients report to
a physician’s office, or the server can go to items waiting for service, as when a
visiting nursc makes house calls.

A queuing system is composed of one or more waiting lines and one or more servers.
A diagram of several of many possible queuing systems is shown in Figure 14.1.
In Figure 14.1, queuing systems are enclosed by the shaded boxes. An example
of the single-queue, single-server qucuing system is a branch bank that has only
one loan officer. Customers arrive, wait in line until the loan officer is free, discuss
their business, and depart. The single-queue, multiple-server system occurs, for
example, in situations where customers take a ticket upon arrival to establish service
order, and clerks (two or more servers) call a new number when they complete
service to a customer. The multiple-queue, multiple-server system s found at
checkout facilities in large supermarkets, where the customer is free to pick a queuc
at any one of several checkout stations.

LNt s Separt
oot Queaing
system

PR e Rt

JUbG g Sy atem

.
“ Customers depart
> trom queuing

. system

Castomers arove at
Gueunyg system {
Servve e A
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Syt 1 VSR .
N Serveen t
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®
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system

Customers arhive at
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-
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[

FIG 14.1 Examples of q 9 3y

WAITING-LINE MODELS AND APPLICATIONS 341

Queuing Systems in Business

Queuing systems pervade business. Consider the following examples:

Materials Management Queuning Systems Raw materials arrive at factory
receiving docks and enter a queue to await further processing. Queuing models
can provide insight into the logistics of materials management.

Accounting Department Queuning Systems  Bills for goods and services arrive
at the cashier’s office and await processing. Queuing models can provide insight

into the nature of an efficient accounting or disbursements office.

Production Line Queuing Systems An assembly line, with various “work”
and “wait” stations, is a quecuing system. The application of queuing models to
production management is obvious.

Retailing Queuing Systems In retailing, cash registers constitute service
facilities. Queuing models can be useful in the design of efficient stores.

Industrial Sales Queuing Systems In other marketing situations, such as
industrial sales and rcal estate sales, customers require services from sales representa-
tives. Queuing models can be useful in determining the type of sales force that is
required.

Organizational Quening Systems The employees in an office provide services
for other offices and groups in the firm. IT one thinks of an office as a service facility,
the relevance of queuing models to problems of organization and staffing is obvious.

Service-Firm Queuing 8ystems The product of many firms is service. Further-
more, consulting firms, plumbing contractors, accounting firms, and lawn-mowing
services take service facilities to the customer’s home or business. Requests for
services enter queues and wait until a plumber, an auditing team, or other personnel
are available.

Transportation Queuing Systems Airliners arrive at airporis and enter a
“stack” to await clearance for use of a runway. Queuing models can be useful in
the design and management of airports and air traffic control. They can also be
useful for the movement of ships arriving in harbors, trains arriving at freight
yards, trucks arriving at terminals, and so forth.

Computer-Facility Quening Systems A computer services requests for com-
putation and data processing. If one thinks of the computer center as a queuing
system, queuing models can help management determine the type of computer
that is needed and the type of priorities that should be given to various jobs. By
analogy, other large capital expenditures can be evaluated with insights gained
from queuing modeis. Consider the choice of an elevator system for a new skyscraper.
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Community-Services Quening Systems In public administration, the com-
munity generates demands for such services as police protection, transportation,
health care, and education. Queuing models have heen useful in determining the
type of service facilities that is most efficient for a specific community.

The Nature of Waiting-Line Models

Waiting-line or queuing models describe properties of queuning systems. Managers
recognize that if service facilities are too slow, the queue will grow. If the queue is
composed of customers, there will be ill will and waiting costs. Some, or perhaps
many, customers may abandon the waiting line and take their business elsewhere.
The same result can occur if the queuc is filled with materials waiting to be processed
into finished goods to fill orders. To reduce the time of waiting in a queue, a slow
service facility might be replaced by a more-costly, faster one, or several service
facilities might be added. The intention of management is to find a gueuing system
that has minimal total costs for waiting and service-facility operations.

To help managers evaluate queuing systems, queuing models provide the follow-
ing descriptions of queuing systems.

The relative frequency (or probability) with which the system will be idle.

2. The probability that there will be n customers waiting in the queue.
3. The expected (or average) number of customers waiting in the queue.
4. The probability that it will take more than t units of time to service a customer.
5. The expected (or average) number of customers in the system (queue plus
service facilities).
6. The average time that a customer spends in the queue waiting for service.

7. The average time required to get through the entire system.

To make use of a queuing model, managers must be able to describe the arrival
process, the queue discipline, the service mechanism, and the service process.

The arrival process concerns the number of arrivals to the system. Arrivals are
usually measured in terms of number of arrivals per unit of time, and because the
arrival process is typically a random process, the number of arrivals per unit of
time is normally described by a probability distribution.

Queue discipline describes the manner in which items waiting for service enter and
progress through queues. To describe queue discipline, we must state whether
arrivals can join only one queue or one of several queues. For times when queucs
are long, we must state whether or not arrivals can balk. Balking is the refusal of
arrivals 1o join a queue.

Once in a queue, we must specify whether or not customers can renege or jockey.
Reneging is the process of abandoning a queue (and the system) after waiting for
some period of time in a waiting line. Jockeying is the process of jumping from one
queue to another queue in the system.

Finally, a description of queue discipline states how items progress through a
queue. FIFO is a first-in-first-out ordering. LIFO is a last-in-first-out ordering,
such as occurs in crowded elevators where the last arrival is the first to leave when the
clevator reaches its destination.

The service
mechanism roncerns
the number and
configuration of the
servace factlitres

The service process
concerns the mumber of
customers served by a
server per umtt of fime
and/or the ime that
rlapses betiween the start
and completron of
service (nof tncluding
fime waritng in a
queur ). The sertace
process 15 usually
described by a
probabilety distribution.
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FIG. 14.2 (a) Paraliel servers; (b) series servers: () series-paraliel servers.

Following a description of queue discipline, managers must then describe the
service mechanism. The service mechanism concerns the number and configuration of the
service facilities. The service mechanism can be characterized by a single server or by
multiple servers. The configuration of multiple servers can be various combinations
of parallel servers, series servers, or series-parallel servers (sec Fig. 14.2).

Finally managements must describe the service process. The service process concerns
the number of customers served by a server per unit of time and/or the time that
elapses between the start and completion of service (not including time waiting in
a queue). The service process is usually described by a probability distribution.

As a result of the many possible arrival processes, queue disciplines, service
mechanisms, and service processes, it might be properly suspected that no single
queuing model could describe the specific nature of every possible queuing system
that might be encountered in business applications. The literature of queuing
models is immense and, in many instances, very complex. In this text we will
confine attention to a few of the simpler models that have been found to serve as
reasonable approximations in a number of applications.

In particular, the discussion will be restricted to models in which the arrival of
a customer is independent of past arrivals and the service times are independent of
both arrivals and past service times. This means, (or example, that the probability
that a customer wiil arrive at the system during the next hour is not influenced
by the number of customers that arrived during the past hour, which also implies
that arrivals are not influenced by the number of customers already waiting in
the queuc. Simifarly, it will be assumed that the service facility does not spred up
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when there are many customers waiting in the queue, nor will the service facility
slow down just because it has served several customers with abnormal speed and
is now exhausted. Clearly, these assumptions can represent a departure from reality
in many applications. If the assumptions prove to be too restrictive, the manager
can turn to the exhaustive literature of queuing models for help or resort to
simulation.

Probability Distributions for
the Arrival Process

For the case where arrivals are independent in probability —that is, where new
arrivals are not influenced by the number of items already in the waiting line or
the elapsed time since the last arrival—two probability distributions are available
for describing the arrival process. To use the probability distributions, managers
must specify a value for A. A represents the average arrival rate, that is, the average
number of customers that arrive at the system per period of time 7. For examplc,

x [ 2 x e " x L
0.0 1.00000 25 0.08208 5.0 0.00873
0.1 0.90483 28 007427 51 0.00609
0.2 0.81873 27 0.06720 52 0 00551
03 0.74081 28 0.08081 53 0.00499
04 067032 29  0.05502 54  0.00451
05 060853 3.0 004978 55  0.00408
08 054801 31 0.04504 568  0.00389
07 0.49658 3.2 0.04076 57 0.00334 82 0.00027
08 0 44932 33 0.03888 58 0.00302 83 0.00024
08 0 40858 34 0.03337 59 0.00273 84 0.00022
1.0 0.38787 s 0.03019 6.0 000247 85 0.00020
1" 0.33287 kX ] 002732 6.1 0.00224 ae 0.00018
1.2 0.30119 7 0.02472 8.2 0.00202 a7 0.00016
13 0.27253 38 0.02237 8.3 0.00183 88 0.00015
1.4 0.24859 39 0.02024 6.4 0.00166 89 0.00013
15 022313 40 0.01831 65 0.00150 9.0 0.00012
16 0.20180 41 0.01657 6.6 0.00136 91 0.00011
1.7 0.18268 4.2 0.01490 6.7 0.00123 92 0.00010
18 0.16529 43 0.01356 (%] 0.00111 93 0.00009
1.9 0.14858 44 0.01227 8.9 0.00100 94 0.00008
20 0.13533 45 0.01110 70 0.00091 95 0 00007
21 0.12245 48 0.01005 71 0.00082 88 0 00008
22 0.11080 47 0.00909 12 0.00074 97 0.00008
23 0.10028 48 0.00822 7.2 0.00067 98 0.00005
24 0.00071 49 0.00744 74 0.00061 99 0.00005

10.0 0 00004
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if, on the average, twenty customers arrive per hour, then 2 = 20 customers per
hour. A '
The probability that a items will arrive at the system during a time interval
of length T is given by a Poisson probability distribution of the form
e—AT (}‘ T)'
!

Prob [r arrivals during period of length T} = T (14.1)

where ¢ =2.71828,
n=an-1)(n—2)...0,
0'=1.

To facilitate the use of Eq. (14.1), Table 14.1 provides values for ¢~ * for various

values of x.

Production Management On the average, six diesel engines arrive at a con-
struction-equipment repair facility every day.

REQUIRED

(a) What is the value of 4? . .
(b) What is the probability that exactly two dicscl engines will arrive on one

day?

SOLUTION
(a) 4 =6 items per day.
. . ATATY
(b) Prob {2 arrivals during 1 day] = —
et (1))?
== .———2—!—-——
_ 000247(6)°
T 2-1-0
= 0.04446
where ¢ 7% = 0.00247 by Table 14.1. B

In using the Poisson relationship (Eq. 14.1), 7 must be expressed in the same
time units as . For example, if 4 is expressed as 4 = 10 units per hour, and you want
to know the probability of 4 units in 20 minutes, the 20 minutes would have (o be
expressed as 20/60 = 0.33 hour.

P t On the average, four large jobs arrive for
computer processing at the central computer center of City Bank during an 8-hour
shift.

C C Manag
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REQUIRED

What is the probability that two large jobs will arrive within a 1-hour interval?

SOLUTION
A = 4 arrivals per shift

!
T=§= 0.125 shift

~aT "
Prob [n = 2 arrivals in 0.125 shift] = - ,('”’

n:
. |4(o.|15)|[4(()‘|25)]1
e e
_e79%(0.5)?

2.1
.60653(0.25)
R
= 0.0758 |

It is also possible to provide probabilitics for the time between arrivals. Prob-
abilities for time between arrivals are given by the exponential probability distribution,
which has the form,

no more than T time peri
th[ . periods =1—¢4
clapse between arrivals

(14.2)

where ¢ = 2.71828.

| N A,
War N 'y On the average, twenty-five trucks per hour arrive
at the loading dock of a large fruit warehouse.

REQUIRED

What is the probability that no more than 0.02 hours (1.2 minutes) will clapse
between arrivals?

SOLUTION
no more than 7 = 0.02 hours
Prob =

between arrivals

=1—¢
=1 - 0.606531 (from Table 14.1)
= 00.393469 ||

1t represents the
average service rate
aof a service facility,
that 1y, the average
number of customers
served per time period
ki
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Probability Distributions for
the Service Process

‘The same probability distributions that were used to describe the arrival process
can he used to describe the service process when service is independent in prob-
ahility, that is, when the number of customers served or the time required 1o serve
a customer is not influenced by past service rates or the length of the waiting line.
In place of 4 (the average arrival rate used in describing the arrival process), the
symbol g is used for the service process. p represents the average service rate of a
a service facility, that is, the average number of customers served per time period T.
With the substitution of g for 4 in Eqs. (14.1) and (14.2), we obtain

n customers served in e TuT)y"
Prob [pt'riod of length T ] DT (143)
and
Prob no morc than T time periods =] =T (14.4)
required to serve a customer

Equation 14.3 assumes that there are always customers waiting to be served, so
that the service facility is never idle.

Bank Management The manager of a bank has observed that, on the average,
a busy teller serves fifteen customers per hour,

REQUIRED

(a) What is the probability that exactly five customers will be served in
T = 0.5 hours?

(b) What is the probability that a customer will be served in 2 minutes or less?

SOLUTION
(a) For g = 15 customers per hour, and T = 0.5 hour,

n =5 customers served] ¢ *T (uTY"
Prob [in T = 0.5 hour ] =T
‘—IIS(O,S)IUS(O.S)]S
5!
e 7%[7.5)%
T 5321
0.00055{23730.5)
=7
= 0.1087
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(b} For u =15 customers per hour, and 7 = 2/60 = 1/30 = 0.0333 hour,

no more than 0.0333 hour T
Prob R =1—"
required 1o serve a customer
= | — ¢~Itsusaon
=] ¢ 03
=1 - 0.606531
= 0.393469 ]

Characteristics of a Single-Queue
Single-Server System ’

In this section some useful characteristics of a single-queue, single-server waiting-
line system are presented. A description of the system is presented in Table 14.2
and Figure 14.3.

The arrival process:  Arrivals are ind dent, with A denoting the

average number of arrivais per period of time T.

Queue discipline : Arrivais join one queue. There is no balking,
reneging. or jockeying. Customers progress

through the waiting line on a FIFO basis.
Service mechanism: There is only one server.

Service process : Service times are independent, with u (4 > 1)
denoting the average number served per period

of time 7.

S Custnmers per
per o Tartove

(e server servps Customers
CLstomers per > depar!

V

the system

at the system [ : petiog T k]

oL me e

Time i systemancludes
tme i queee plus tme
Peang sefvedd

F1G. 14.3 The single-queue, single-server system.

T he system

utibization factor,
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probability that the

syrtem 13 buyy, that 15,
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The system utilization factor, denoted by p, is the probability that the system is
busy, that is, the probability that there are onc or more customers in the queue
or service facility.

The system utilization factor is computed by Eq. (14.5).

_ system _ )»
p = Proh [is busy] M . (14.5)

When p = 1, the number of customers in the queue grows without bound
(approaches infinity). To prevent this condition, the description of the service
process in Table 14.2 specifies that p > A so that p will be less than 1.

When p has a value that is less than 1, the following characteristics of the system
can be computed.

_ system is -1 4
F, = Prob [cmply (idlc)] ! u (14.6)
L= average number _ #ﬁ__
"~ in the queue - plp— A (14.7)
1 = Average number _ 4 )
“Tinthesystem g — 1 (14.8)
W, = average time _ )Z-,,,,
*"inthe queue  p(u—4) (14.9)
Ww = average time _ o
7 in the system u—2 (14.10)

Educational Administration To complete registration at Dart University,
students must report to the cashier’s office to pay their fees. On the average, 100
students arrive at the cashier's office each hour; on the average, the cashier’s office
can process 120 students per hour. The registration procedure can be modcled
as a single-queue, single-server waiting-line system.

REQUIRED

(a) What is the probability that a student will find the system idle when he
or she appears to pay the fees?

{b) On the average, how many students will be waiting to be served?

(¢)  On the average, how long will a student wait in line before arriving at
the cashier?

(d)  On the average, how much time will a student spend waiting and conducting
transactions with the cashier?
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SOLUTION
A =100, and = 120.
p 100
P=1-"=1- " =1-0833=0167
(a) F, " 20
pe 100?
= o _416swd
) Le= 207273 = 1200120 T100) students
i 100

= ! hour = 2.5 minutes

© We= =7 = i20(i20 - 100) - 2

dy W= p_l:_l = 1—20——1706 = 51(5 hour = 3 minutes -

Managers are often astonished by the facts that are revealed by queuing models.
In Example 14.5, the registration procedure can accommodate more students
per hour, on the average, than the average number of arrivals. Regardless of this
sceming excess of service capacity, the model shows that, on the average, there
will be 4.16 students waiting for service! The reason for this seeming disparity is
that there witl be idle moments when no students are waiting, and the service
capability will be wasted. Eventually there will come a time when many students
arrive almost concurrently. The service capacity that was wasted when the queue
was cmpty cannot be reclaimed, so the queuc will grow. Over time, the number
of students waiting for service will Aluctuate around an average of 4.16 students in

the queue. .8_".

Equipment Selection A retailer is evaluating two alternative computerized
cash register systems. The firm expects that about 2500 customers per hour will
require service and estimates a cost of $2 per hour per customer in ill will caused
by waiting to completc a transaction. Each of the two systems can be considered
to be a single-queue, single-server system.

System | System 2

# = 2800 per hour # = 3500 per hour
Operating cost = $100 per hour Operating cost = $125 per hour

REQUIRED
Which system would you recommend?

SOLUTION

For System |
A = 2500 and p = 2800 per hour

W= —-I— = __,L*-w = ~—| - = 0.0033333 hour

p—4 2800 — 2500 300
On the average, 2500 customers will each wait 0.0033333 hour for completion of
service at a cost of $2 per customer per hour.

TABLE 14.3

Description of the
Single-Queue,
Double-Server
System
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The average hourly cost of ill will = 2500(0.0033333)(2) $ 1887
Operating cost 100.00
Total system 1 cost per hour $118.67

For System 2

Without even computing the cost of ill will on the faster system, it is seen that
hourly operating costs will exceed the total cost of system 1.

Conclusion: Recommend system 1. a

It is instructive to observe that, in Example 14.6, the average hourly cost of ill
will could have been computed by an alternative approach.

average number
= $2{ of customers
in the system

Average hourly
cost of ilt will

Characteristics of a Single-Queue
Double-Server System ’

The waiting-line system that is described in this section is similar to the system
described in the previous section, except that now there are two service facilities
that operate in parallel. A description of the system is presented in Table 14.3
and Figure 14.4.

The arrival process  Arrivais are indep with A g the
average number of arrivals per period of time T.

Queue discipiine Arrivais join one queus. There is no balking,
reneging, or jockeying. Customers progress

through the queue on a FIFO basis.

Service mechanism There are two servers. The servers are identical
and operate in paraliel. Whenever a server
P service to a , It begins serving
the next customer at the head of the waiting line.

The service proceas Service times are | , with u ']
the average number served by one service lacility
per period of time T. Both service facitities
have the same service rate, u. 2u > 1
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As noted in the description of the service process in Table 14.3, 2u must be
greater than 4; otherwise, the number of customers waiting in the queue will
approach infinity.

For the single-queue, double-server system, the following characteristics are
casily computed:

- system is _ I
P, Proh[cmpty ] - — T R (14.11)
l+~ +[7] [477774]
poLpd L2p-2

P, = Prob [bolh scrvcrs] = Prob [ncw arrivals musl]

are busy wait in queue
IFAPT 2u
= Ity 2 14.12
2 [u] [?M - 1] ( )
2 2
be 5 [u] "
_ average number
L in queue (u—1)? (14.13)
A
[ = average number =L+ (14.14)
in system H
2 2
: u[ ] F,
_ average ime __LHu
w‘—inqueuc T u— ! (415
W = Average time W+ 1 (14.16)

in system I
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[t is important to observe that for the double-server system,

Prob [bolh scrvcrs] #1 — Prob [both scrvcrs]

are busy are idle
That is,
Po#1-P,
The reason for the above condition is that there can be occasions when only one
of the servers is busy (the other server is idle). The probability that one server is
idle is given by
Probloneserver] o pob [both. serverst b b both servers
is idle are idle are busy
=1~F -P,

Production Management The final step in the production of electronic cal-
culators at Lyndon Industry's Grove City plant is the quality-control station. The
arrival of units at the quality-control station and the automatic quality-control
testing of units by two identical testing machines satisfies the characteristics of
the single-queuc, double-server system described in Table 14.3. Figure 14.5
illustrates the quality-control station (system).
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FIG. 145

REQUIRED
(a) Whatis the probability that the system is empty?
b) What is the probability that both testing machines are busy?
¢)  What is the average number of calculators waiting to be tested?
d) What is the average number of calculators in the system?
e) What is the average waiting time in the queue?
f) Whatis the average waiting time in the system?
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