PA552, Professor Stipak

Statistical Tests For Simple Tables: Chi-Square for Crosstabulation, T-Test for Difference in Means, Analysis of Variance (ANOVA) for Difference in Three or More Means
(Note:  For additional help on the t-test for difference in means see the help file, “T-Test_In_SPSS.doc”.)

 

Basic concepts:  These three tests are ways of checking for the statistical significance of a relationship as shown in a crosstabulation table (Chi-Square test) or in a comparison of means table (t-test and ANOVA test).

 

The Chi-Square test is a test of the null hypothesis that the two variables are not related, versus the alternative hypothesis that the two variables are related.

 

The t-test for the difference in means is a test of the null hypothesis that the means for the two groups are equal, versus the alternative hypothesis that the means for the two groups are not equal (two-tail test) or that the mean for one group is higher than for the other group (one-tail test).  Note:  The t-test for difference in means can be directional (one-tail) or non-directional (two-tail), whereas the Chi-Square test and the ANOVA test are always non-directional.

The ANOVA test is a test of the null hypothesis that the means of all of the groups are equal, versus the alternative hypothesis that the means are not all equal.  The type of ANOVA test we are doing is the simplest ANOVA test, and it is just a generalization of the t-test of difference in means of two groups to the situation in which we have three or more groups.  You can think of the two-group situation, in which we apply the t-test for the difference in two means, as a specific case of the more general ANOVA test.  (Techie Tidbit:  If you square the t-statistic in that special case you will get the F-statistic used in ANOVA.)  This type of ANOVA test is called a "One-Way ANOVA", since there is one independent variable.  The term "Analysis of Variance" confuses people; when you hear this term, try thinking to yourself "Analysis of Means" instead, and that may help you keep clear that the ANOVA test is a test of the difference in means.

 

These are statistical tests and tell you about statistical significance.  Never confuse that with strength of relationship or importance.  Our indicator of strength of relationship is the percent difference, when doing crosstabulation, and the difference in means, when doing comparison of means

 

Doing the tests:  Just like the other tests we learned to do by hand in PA551, each test has a test statistic: for the tests we did by hand the test statistic was a t or z statistic, for the Chi-Square test the test statistic is the Chi-Square statistic, for the t-test the test statistic is the t statistic, and for the ANOVA test the test statistic is the F statistic.  We are not even going to bother interpreting the test statistics for the new tests by looking up critical values in special tables, like we did when we did our first statistical tests by hand.  Instead, we will do it the easy way--just look at the p-value for the test statistic.  P-values are so easy to interpret because we don't have to bother looking anything up in a special table, and we easily do a test at any significance level by just comparing the level to the p-value, or instead we might just report the p-value, which is what I recommend.  Since the software we are using (SPSS or SDA) gives us the p-value, it could not be easier!

 

You do have to find the place where the p-value is on the output that the software gives you, and we went over that in class.  Here it is again below.

 

Doing Chi-Square test for Crosstabulation tables in SPSS:  In "Crosstabs" click on the "Statistics" tab, then check the "Chi-Square" check box.  The p-value is in the "Pearson Chi-Square" row in the "sig" column.

 

Doing Chi-Square test for Crosstabulation tables on-line with SDA:  In the crosstabs set-up click on the "Statistics" check box.  The Chi-Square statistic is given after "Chisq(P) =", and then the p-value is given in parentheses.

 

Doing t-test in SPSS:  Do “Independent Samples T Test”, then put the variable you want to compute means for in the “Test Variable” box, and the variable that defines the groups in the “Grouping Variable” box.  Then click on “Define Groups”, and enter the values for the two groups that you want to compare.  When you use the output use the row labeled “Equal variances not assumed”, not the row labeled “equal variances assumed”.  The p-value for the test for difference in means is given in the output section labeled “t-test for equality of means” (not the section labeled “test for equality of variances”), and is in the “Sig. (two-tailed)” column.  If you are doing a directional (one-tailed) test, divide the p-value shown in half to get the on-tailed p-value.

Doing ANOVA test in SPSS:  Do "Compare Means", then "One-Way ANOVA".  Your variable for which you are going to compute means goes in the "Dependent" box, and the variable that defines the different groups goes in the "Factor" box.  Also click on the "Options" tab and then check the "Descriptive" check box.  The p-value is given in the "Sig" column.

Alternatively, you can do the same ANOVA test by Analyze, Compare Means, Means, Options—check ANOVA table box.

 

Doing ANOVA test on-line with SDA:  In the comparison of means set-up put the variable you want to compute means for in the "Dependent" box, and the variable that defines the different groups in the "Row" box.  Click on the "ANOVA stats" check box.  (I also unclick the color coding which I find irritating.)  The p-value is given in the "P" column.

 

For further reference on Chi-Square see:  Healey text, p. 83 on, Statsoft reference (under basic statistics, crosstabulation section).

 

For further reference on t-test see:  Healey text, pp. 215-217, Triola text, ch. 8.

For further reference on ANOVA see:  Triola text, ch. 11.

