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Exam Review Topics, PA552 Course
Note:  Exam coverage may vary somewhat to fit exactly the topics covered in that term of PA552.

experimental data vs. non-experimental (observational) data

experimental controls vs. statistical controls

statistical terminology for describing relationships: independent vs. statistically related, strong vs. weak, positive vs. negative, linear vs. non-linear, monotonic vs. non-monotonic, interactive vs. additive

interaction:  Be able to illustrate different patterns in a comparison of means table with one dependent and two independent variables

interpretation of:  crosstabulation tables, comparison of means tables, tables controlling for a third variable, scattergrams, chi-square statistic

concept of correlation

interpretation of rank order correlation (e.g. gamma), pearson correlation

estimate correlation from a scattergram

correlation analysis:  how to apply in an example like the Portland City Auditor’s 1987 PPB “Patrol Staffing and Deployment Practices” audit

concept of regression analysis

regression analysis results, interpretation from computer output


write down regression equation


calculate predicted values


interpretation of regression coefficients


interpretation of dummy variable regression coefficients


construct confidence intervals for regression coefficients


statistical significance of regression coefficients


statistical significance of overall equation


predictive power/accuracy:  R, R2, % var. explained, SE of estimate


standardized vs. unstandardized coefficients

least squares

model specification, specification errors, assessment of model specification

basic regression model:  What is required for results to have meaningful interpretation (other than as a predictive equation)

effect of measurement error on statistical results like regression, correlation

multicollinearity, heteroscedasticity

stepwise multiple regression

dummy variables:  how to use, interpret (see Allison exs., my SCRTD ex.)

interpretation of non-linear effects

components of a time series

moving averages: centered and noncentered, using for smoothing, using to signal trend change

regression analysis applications to forecasting: linear trend model with time as indep. variable, using dummy variables to represent cycles, using multiple regression with other independent variables, lagged indep. variables; be able to interpret results, calculate forecasted values

Allison questions, including pp. 23, 46, 68-70, 150-151 (for basic ideas)

Causal modeling:  understand basic idea, be able to draw a diagram representing the causal model implied by such thinking as in the Pucher et al. study that I discussed in lecture, the study that analyzed subsidy impacts on local public transportation costs

elementary statistical/data concepts:  levels of measurement, sampling error, statistical significance

