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Missing Data and Missing Data Estimation in SEM
Listwise Deletion
For many analyses, listwise deletion is the most common way of dealing with missing data. That is,
complete data are required on all variables in the analysis—any cases with missing values on one or
more of the variables was eliminated from the analysis. Simulation studies, however, convincingly
show that when there are a lot of missing values, listwise deletion will have biased parameters and
standard errors (see Enders, 2001, for an illustration). With SEM software, estimation that uses all
cases often has been integrated into the analyses by default. The type of model estimation is an
extension of maximum likelihood for complete cases, called full information maximum likelihood
(FIML). If certain assumptions are met, FIML consistently provides unbiased (or, at least minimally
biased) parameter estimates, more efficient standard errors, more accurate Type | error rates, and
greater statistical power than listwise deletion (e.g., Enders & Bandalos, 2001).

Missing Data Assumptions: MCAR, MAR, and MNAR

A distinction of the type of missing data was made by Rubin (1976), who classified missing values as
missing at random (MAR), missing completely at random (MCAR), or neither. These classifications
are referred to as "missing data mechanisms." Both MAR and MCAR require that the variable with
missing values be unrelated to whether or not a person has a missing value for that variable. For
example, if those with lower incomes are more likely to have missing values on the income variable,
the data cannot be MAR or MCAR. The difference between MAR and MCAR is whether or not other
variables in the data set are associated with whether someone has missing values on a particular
variable. For example, are older people more likely to refuse to respond to the income variable? The
term MAR can be confusing because data are not really missing at random—missingness seems to
depend on some of the variables in the data set. In fact, missingness can even be related to the real
values of the variable with missing values as long as that relationship can be accounted for by other
variables in the data set. When missing values are not at least MAR, missingness is said to be not
missing at random (either MNAR or NMAR) or nonignorable (there is a distinction between MNAR and
nonignorable, but they are often treated as synonymous in practice). Several sources provide more
comprehensive overviews of missing data mechanisms (Baraldi & Enders, 2020; Enders, 2022;
Graham, 2012; Little & Rubin, 2020).

Determining Whether Missing Values are MAR or MCAR

Modern missing data analysis approaches assume that the data are at least MAR. But, practically
speaking, it is not really possible to know for sure that your data are MAR, because you do not have
information about the value of the variable that is missing. In the words of Schafer and Graham
(2002): "When missingness is beyond the researcher's control, its distribution is unknown and MAR is
only an assumption. In general, there is no way to test whether MAR holds in a data set, except by
obtaining follow-up data from nonrespondents or by imposing an unverifiable model." (p. 152)." We
may not be completely in the dark in all situations. Some circumstances allow for a little bit of
information about the likelihood that values are MAR, although none provide certainty. With
longitudinal data and data missing due to attrition, one could explore whether missingness is
associated with the value of the variable by examining whether the variable at Time 1 (i.e., with
complete data) is associated with the missingness for that variable at Time 2. The passage of time,
however, makes the Time 1 values an imperfect proxy for the Time 2 (or later) values that are
missing. For latent variable estimation with missing values on some indicators, an approximate
approach might be to attempt to show that missingness on particular items is unrelated to scale
scores for that measure (this can be also be approached within SEM by estimating the association
between the latent variable and a missingness indicator, Falcaro, Pendleton, & Pickles, 2013). In
other circumstances, one may want to attempt a theoretical argument that missingness is not
associated with the variable or rely on information in the literature.

' Little (1988) has a test for MCAR although nonsignificant results should not be interpreted as proving that data meet MCAR (e.g., there
may be insufficient power or unreliable measurement). The SPSS missing data module,
https://www.ibm.com/docs/en/SSLVMB_28.0.0/pdf/IBM_SPSS_Missing Values.pdf, and the misty R package https://cran.r-
project.org/web/packages/misty/misty.pdf can conduct this test.



https://www.ibm.com/docs/en/SSLVMB_28.0.0/pdf/IBM_SPSS_Missing_Values.pdf
https://cran.r-project.org/web/packages/misty/misty.pdf
https://cran.r-project.org/web/packages/misty/misty.pdf
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FIML

Probably the most pragmatic missing data estimation approach for structural equation modeling is full
information maximum likelihood (FIML), which has been shown to produce unbiased parameter
estimates and standard errors under MAR and MCAR (Enders & Bandalos, 2001). FIML, sometimes
called “direct maximum likelihood,” "raw maximum likelihood" or just "ML," is currently available in all
major SEM packages. FIML requires that missing values to be at least MAR (i.e., either MAR or
MCAR are ok). The process works by estimating a likelihood function for each individual based on the
variables that are present so that all the available data are used. For example, there may be some
variables with data for all 389 cases but some variables may have data for only 320 of the cases.
Model fit information is derived from a summation across fit functions for individual cases, and, thus,
model fit information is based on all 389 cases.

With missing data, the FIML fit function (Arbuckle, 1996) is computed for each set of cases with the
same unique pattern of missing values—a casewise likelihood. So, an i subscript is used in the
equation below to show that the fit function is for each particular case:
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log is the natural logarithm (with base e), zis the mathematical constant, X; is the population
covariance matrix, Y is vector of observed variables, p; is the vector of their means, and the
superscript T is the matrix transpose function. The subscripts i denote individual cases in which the Y;
vectors differ in length depending on the number of present values. Similarly, matrices X; and p; vary
by deleting rows and columns for missing variables. The sum of the individual log likelihoods is then
computed (see Equation 12.3 in Enders, 2023). Rather than the traditional approach to calculating
chi-square, FIML estimates two models, the Ho model and the Hi model. The Hy model is the
"unrestricted” model, meaning that all variables are correlated. The Ho model is the specified model.
The difference between the two log-likelihoods is used to derive the chi-square (Muthén, 1998-2004,
Appendix 6). This process approach allows one to use all the available information in the variables.

Mplus and lavaan allow the user to specify the type of information matrix used in the FIML estimation.
The information matrix (or Fisher's information matrix—the negative of the Hessian matrix of the
loglikelihood) is used for the standard error estimates.? The information matrix using the observed
matrix (by default in Mplus and lavaan) produces better standard errors (Savalei, 2010) for most
typical models with missing data. Expected values may be used instead,?® but this is not usually
recommended because the standard errors may be underestimated if values are only MAR (Enders,
2022; Kenward & Molenberghs, 1998).

Auxiliary Variables

There is good evidence to suggest that using modern missing data estimation approaches may be
advantageous even if missingness is initially nonignorable (i.e., MAR assumptions have not been met)
provided correlates of missingness, referred to as auxiliary variables, are included in the model.
Auxiliary variables are expected to be correlated with missingness on the key variables in the model
but are not variables that would have been otherwise included in the model. Inclusion of auxiliary
variables has the most impact when their association with missingness is high (e.g., > .4) and when
the amount of missing values is large (e.g., > 25%; Collins, Schafer, & Cam, 2001; Graham, 2003).
Graham shows that two methods of modeling these auxiliary variables (either as dependent variables
or correlated variables) are equally effective in reducing parameter biases, but including auxiliary
variables as correlates has a greater impact on reducing biases in model fit.

2 The inverse of the Hessian matrix is the variance-covariance matrix of parameter estimates, the square root of the diagonal elements of
which are the standard errors.

3 In the ANALYSIS: command, one can specify INFORMATION = EXPECTED; to change the default. In R, using information.expected with
lavTech() changes the matrix from the observed. | generally recommend using the defaults in these packages, however.
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Other Missing Data Approaches

Multiple imputation. Multiple imputation (Ml; see Graham & Hofer, 2000; Schafer, 1997) is another
modern missing data approach that produces unbiased estimates and efficient standard errors, and is
comparable to FIML, assuming MAR and MCAR assumption. Ml involves multiple steps, first
generating a number of imputed data sets, then estimating the model for each data set (this is
automated), and then combining these results. Ml has not been commonly employed with SEMs in
practice because FIML is more convenient to implement with its seamless integration into the
software programs. Enders (2023) argues that Ml can be more computationally efficient and can
handle more auxiliary variables than FIML.

Multigroup SEM approach. An older approach to missing data analysis uses a multigroup structural
model approach, suggested by Muthen, Kaplan, and Hollis (1987). The same model is estimated in
different groups. The groups are based on different patterns of missing values—one group for each
pattern. A few hand calculations must be done. This is a fairly impractical approach if there are many
patterns of missing values, but might be especially useful if data are missing by design. This approach
has been superseded in some cases by a latent class approach to missing data (Muthen, 2002).

Pairwise deletion. Pairwise deletion is sometimes used to estimate models when there are missing
values. With pairwise deletion, a covariance (or correlation) matrix is computed where each element is
based on the full number of cases with complete data for each pair of variables. This approach may
lead to nonpositive definite matrices and to standardized values over 1. There are other potential
problems with the approach and | do not recommend it (see Enders, 2022, for more information).

Other imputation methods. There are several other estimation approaches in which the data are
imputed. That is, a full data set is created based on the imputation method that fills in data based on
information from existing data. Older methods, such as mean imputation (the average scores is filled
in), regression-based methods (a regression is used to predict a score), and resemblance-based “hot-
deck imputation” (which imputes new values from similar cases) do not perform as well as other
methods, and some may produce highly biased coefficients and/or standard errors (Gold & Bentler,
2000). A method not currently implemented often but mentioned by some authors (e.g., Graham,
2009) employs a separate maximum likelihood estimation step using an expectation maximization
algorithm (EM; see Enders & Peugh, 2004). Under some conditions, this method provides estimates
on par with those obtained with FIML, but tend to be less convenient because separate steps are
usually required.

Comments

If there are missing values for a large number of cases and the mechanism is MAR, there are clear
advantages to using modern missing data approaches (FIML, EM, or Ml) compared with listwise
deletion or older imputation methods. What is a large amount of missing data? The percentage of
cases with missing values is sometimes discussed based on the percentage missing for a certain
variable, which can be confusing when the cases that are missing values differs across variables. It
makes most sense to me to consider the percentage of cases missing if listwise deletion were to be
used (percentage of cases missing data on one or more variables). With this definition, my reading of
the simulation studies suggests data sets (i.e., the set of variables in the model) in which more than
roughly 10-20% of the cases are excluded by listwise deletion seem to lead to substantial bias in
regression estimates and relative efficiency (standard errors; e.g., Arbuckle, 1996). With fewer than
this many missing cases, the impact of missing data may not be as consequential, but, at least within
structural equation modeling packages, the potential gain in at least some precision, given its
convenience in implementing, make use of FIML (or, MI, if desired) instead of listwise deletion the
wisest choice. Even if the mechanism is not MCAR or MAR (i.e., data are MNAR), modern missing
data estimation (FIML or MI) will be preferable to listwise deletion if appropriate auxiliary variables are
included in the model, because their inclusion reduces the impact of MNAR (Graham, 2009; although
see Thoemmes & Rose, 2014, for some exceptions). Given that FIML is now easy to implement in the
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packages where it is available (often even the default), it is increasingly difficult to argue that one
should not use it. Missing data estimation with nonnormal is also available in some packages (e.g.,
EQS, Mplus). Scaled chi-square and robust standard errors obtained with this estimation approach
appears to work well (Yuan & Bentler, 2000). In Mplus and lavaan, estimator=MLR is used to obtain
the robust estimates with missing data (more on robust estimates later).
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