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Improper Solutions in SEM 
 

In practice, testing structural equation models may not always go smoothly, and the solution that is printed 
in the output may be an improper solution.  The term “improper solution” refers to several possible problems 
with model estimation, ranging from model nonconvergence to invalid values for path estimates. Perhaps 
the most common problem that researchers have when they begin testing models is an error message that 
says something like “sigma matrix is not positive definite” or “warning: negative psi matrix.” These error 
messages are indications that something serious has gone wrong with your results, and you should not trust 
the estimates printed in the output. Another improper solution involves “out-of- bounds” estimates, 
sometimes referred to as “Heywood cases,” which are standardized values over 1.0,1 negative 
measurement error variances (Bentler & Chou, 1988), or negative disturbances. Heywood cases can 
occasionally be found in the output even without an error message, so be sure to check your output 
carefully. 
 
There are several different terms related to improper solutions that may be used. The wording of error 
messages tends to vary by software package or the specific source of the problem, and statistical authors 
are not wholly consistent in their terminology. Generally, the warning in the output is not much help in 
identifying the exact source of the problem, so you will need to check your model specification thoroughly 
for mistakes if you have a problem with improper solutions. 
 
Causes of improper solutions 
Nonconvergence occurs when the maximum likelihood process cannot find a minimum fit function. Usually 
the model does not converge because of very serious mistakes in how the model is specified—the modeler 
told the computer to estimate a model that is not correct or does not make sense—or because there are 
very serious problems with the data set (e.g., data reading error, mistakes in variable computations). If the 
model is underidentified (i.e., negative degrees of freedom), a solution cannot be attained, and the software 
package will usually print a message indicating that there are negative degrees of freedom or that the model 
is not identified. Underidentification typically occurs because there is a model constraint omitted, such as 
failure to set a scaling constraint for a latent variable by constraining a reference loading or factor variance 
to 1. Another common problem is empirical underidentification (Kenny, 1979), usually indicated by a 
negative error variance but can also lead to nonconvergence. With empirical underidentification, the model 
overall has positive degrees of freedom, but there is insufficient covariance information in a portion of the 
model for the computer to generate valid estimates. One example is a factor with only two indicators in a 
larger model with positive degrees of freedom. Another example of empirical underidentifcation is when 
reciprocal paths between two variables are specified. 
 
Standardized values over 1.0 can sometimes be valid (Jöreskog, 1999), but may also indicate there is a 
correlation very near 1.0, unreasonable model constraints have been imposed, or there are other problems 
with the model.  
 
There has been some statistical work devoted to understanding when improper solutions are most likely 
(e.g., Chen et al., 2001; Gagne & Hancock, 2006; Gerbing & Anderson, 1987). Improper solutions tend to 
occur with smaller samples and when a model has fewer structural constraints (i.e., a more saturated model 
that freely estimates nearer to all possible paths). Negative variances may occur with smaller samples, for 
example, because of random sampling variability when the population value is near zero. Another possible 
cause of improper solutions is a more basic issue with the data set, such as outliers or violations of 
regression assumptions (e.g., heteroscedasticity). Low factor loadings (poor scale reliability) will also make 
nonconvergence or negative error variance more likely (Gagne & Hancock, 2006). As you might expect, a 
combination of more than one of these conditions, such as low loadings and small sample size, are 
particularly likely to be problematic. 
 
Solutions to improper solutions 
More experienced modelers tend to have fewer improper solutions, and I suspect that is because most 

 
1 Standardized coefficients over 1.0 may not necessarily be improper (Jöreskog 1999), but in my experience it nearly always suggests a problem. 
Typically, this problem involves a standardized loading over 1.0 and is associated with a measurement residual variance that is estimated to be 
negative, together a reflection of empirical underidentification of the factor. 
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often the problems arise because of fairly fundamental mistakes in specifying a model (e.g., two few latent 
variable indicators, not imposing scaling constraints for a latent variable, empirical underidentification; 
Newsom et al., 2023). So, understanding model identification is an important first step (Bollen & Davis, 
2009; Kenny & Milan, 2012; Rigdon, 1995). 
 
Assuming that basic identification conditions have been met and the model is specified the way the 
researcher really intends to specify it, there are some possible remedies to consider. One solution that is 
often discussed involves setting out of bounds estimates, such as a negative error variance, to a specific 
value or some positive value very near zero. A few software packages do this automatically, reporting that a 
parameter “has been constrained at the lower bound.” Whether done automatically by the software package 
or more intentionally by the researcher, most modeling experts probably agree that this is not a very sound 
solution, because the underlying cause of the problem has not been rectified. Without a good theoretical 
justification, setting a measurement error to zero, for example, is probably not a good choice from an 
empirical or a theoretical standpoint (Chen et al., 2001). 
 
In some circumstances, another remedy might be to set equality constraints. For example, if 
nonconvergence or Heywood cases are due to a latent variable with only two indicators, the two loadings 
can be set to be equal. The equal loading constraint involves an assumption that the association between 
the loading and the factor is the same for both items (as well as assumption about the equality of 
variances). A case can be made that assuming equal loadings is preferable to using the sum or the mean of 
the two items instead of a latent variable, because some measurement error is estimated. Another solution 
that has been proposed for out of bounds estimates is to set inequality constraints in which the value is 
estimated but constrained to not go above or below a certain value (Rindskoff, 1983), but not all software 
packages allow the user to make these constraints (van de Schoot, Hoijtink, & Dekovic, 2010). Although 
perhaps preferable to setting the value to 0 or another value, I would strongly recommend making certain 
that the underlying problem is not a result of one of the above-mentioned identification issues before using 
inequality constraints. 
 
In general, the best remedy is prevention. Careful specification, larger samples, factors with three or more 
indicators, reliable measures (high loadings), and well-conditioned data will all reduce the chance of 
improper solutions. 
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