General Least Squares

We now derive the least-squares solution, and illustrate that it provides the best numerical
estimate for the constants. Suppose we have an equation of the form:

AinCy+ ARG, + ARG+ A Cy+ .+ A C= D

Where Ajj isacoefficient to a constant, C; isaconstant and D; isthedriving term. K is
the number of undetermined constants. For a series of data points, we can imagine the following
set of equations where N > K:

ApCi+ARC +ARC+ALC + . +AC =D,
ApCy+ARC, + ApCa+ AyCyt+ .. + Ay C =Dy
ACp + ApC, + AgCa + AgyCy + . + AgCy = Dy

AniCr + ARGy + AngCa + ApCy + . + Ay C = Dy
This set of equations can be written using subscript notation:

wherei rangesfrom 1to N, and j rangesfrom 1 to K.
We define aresidual, R, which is the difference between the actual value D, and the
value computed using some estimate of the constants, Cj. A single equation becomes

AinC+AC + ARG +AC + ..+ AC—D =R

R, D;, andC; must all have the same dimensions. This impliesAha dimensionless. For the
entire multilayer the equations become, in subscript notation:

AjG-D=R (1)
An estimate of the total error is the sum of Bhealues. However, individu& values

may have different signs, so an unbiased measure of theMyiisrthe sum of the squares of the
residualsR.

N
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The total errorM, is minimized whe@M/dC; is zero. For the differentiation, the actual
values of constants§;;, need not be known. Taking the derivativévbivith respect to the first
constantC,, gives
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= 2A;1(AyC; - Dy)
Similar expressions can be derived for the other terms:
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Summing terms,

oM

O_Cl = 2Aj(AC - D)
In general,

oM

O_Cp = 2A(AC - D)

M
The error is minimized when gf is zero:
p

2Ai(A;G-D)=0
This can be written in the following form:

The subscriptp andj range from 1 td, the number of constants, and the subscript
ranges from 1 td\, the number of matching equations. This equation gives the following square

matrix:

AiAin AdAig - AAK C, Ai1 D
AiAin AL - AAK C, A, D
AizAin AizA - AdAK G|~ Ai3 D
AikAir AikAiz - AkAik Cx Ak D

Comparing the cell (2,1) (row 2, column 1) with cell (1,2), and cé&lLjdwith cell (1,4),
it can be seen that they are identical. This indicates that the matrix is diagonally symmetric. For
any cell in the matrix, the only repeated subscripttise row counter. Thus, for any cell in the
matrix, we sum om. This indicates that the matrix can be generated by manipulating only one
row of theA matrix at a time, rather than multiplying two complatmatrices.

The constant<;;, which minimize the residuals (eq. 1) can then be solved for by
inverting the coefficient matrix. Computationally, it is unnecessary to completely invert the
matrix, and we use a LU-decomposition with back substitution to solve for the constants.

From an examination of the above coefficient matrix we see that it is:

ATAC=A"D
Solving gives
C=(A"A)'A"D

Thus finding the coefficients of the general polynomial is a simple operation in Excel.



