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Abstract. We lay out a program for constructing discontinuous Petrov-Galerkin (DPG)
schemes having test function spaces that are automatically computable to guarantee sta-
bility. Given a trial space, a DPG discretization using its optimal test space counterpart
inherits stability from the well-posedness of the undiscretized problem. Although the
question of stable test space choice had attracted the attention of many previous au-
thors, the novelty in our approach lies in the fact we identify a discontinuous Galerkin
(DG) framework wherein test functions, arbitrarily close to the optimal ones, can be
locally computed. The idea is presented abstractly and its feasibility illustrated through
several theoretical and numerical examples.

1. Introduction

In this paper, we develop a class of Petrov-Galerkin methods that are self-adapting to a
given boundary value problem, in the following sense: Given a variational formulation of a
boundary value problem, and an approximation space to find numerical solutions, a space
of test functions to construct a stable scheme is automatically computed. Traditionally,
finite element methods are constructed by fixing test and trial spaces (usually polynomials)
on each mesh element. From this perspective, the idea of adapting test function spaces
on the fly, forms a fresh paradigm in the construction of Galerkin methods. Of course,
its success is dependent on how easily one can compute appropriate test function spaces.
We show that this can indeed be easily (in fact, locally) done, once we use variational
formulations of the discontinuous Galerkin (DG) type. Our study proceeds by considering
some specific examples of boundary value problems, and applying the paradigm to obtain
new Petrov-Galerkin schemes. In this paper, we are particularly interested in the example
of convection-dominated diffusion. While we are able to present a number of theoretical
results for one dimensional examples, the main purpose of this paper is to illustrate the
feasibility of the idea computationally in two dimensions.

By a Petrov-Galerkin method, we mean a generalization of the original Galerkin method
(also known as the Bubnov-Galerkin method), in which one uses different trial and test
spaces. For a detailed historical review on the Galerkin method, we refer to the intro-
duction in the book of Mikhlin [29] who, in particular, refers to the original contribution
of Petrov [33]. The idea of Petrov-Galerkin method was exploited early by Mitchell and
Griffiths in the context of finite difference methods – see [30] – but it was fully realized
in the famous Streamline Upwind Petrov Galerkin Method (SUPG) of Hughes et al., see
e.g. [24, 25].
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One of the main features of our methods presented here is the use of discontinuous
approximation spaces. DG methods, originating from the early papers for the purely
advective case [26, 28, 34], have emerged as a powerful alternatives for advective prob-
lems and their perturbations. In particular, for our primary example of the convec-
tion dominated diffusion problem, DG methods have remained an active area of re-
search [13, 15, 20, 21, 22, 23, 31]. While earlier research concentrated on tailoring numer-
ical fluxes for upwinding, maintaining high approximation order, and addition of stabi-
lization terms [4, 15, 22], there is a resurgence of interest [20, 31] focusing on adapting the
recent hybridized (HDG) framework [14] to convective problems. A feature common to
our methods and the HDG methods is the idea of letting certain inter-element numerical
traces to be unknowns.

One of our points of departure from the standard DG methods is in the Petrov-Galerkin
formalism. In Part I [17] of this series, we clarified the main design principle in Petrov-
Galerkin schemes: Namely, while it is theoretically necessary to set trial spaces with
good approximation properties, the test spaces can be chosen without regard to their
approximation properties and solely to obtain stability. In this sequel to [17], we take
this idea further and investigate how one may design test spaces to achieve stability in a
natural “energy norm” (to be defined in the next section). Specifically, given a trial space,
we are interested in automatically computing a basis for a test space that has an (almost)
optimal stability constant in the energy norm. The concept of determining optimal test
functions numerically is not new and resurfaces from time to time in literature, see [3,
11, 18, 19, 35, 36], just to mention a few. Its connection with the least squares Galerkin
method is also previously known [8, Remark 2.4] (and we will explain this at length in
Section 2). The novelty in our approach is a clear identification of possibility of locally
computing such optimal test functions, made possible by using a DG framework.

We are not the first to consider Petrov-Galerkin methods in the DG framework. In
fact, schemes christened “DPG methods” (discontinuous Petrov-Galerkin methods) al-
ready exist [5, 6, 11, 12]. In [5], a method of the mixed form for the Laplace’s equation
with test spaces enriched with bubbles are considered. An error analysis, higher order
generalizations and hybridization aspects of such bubble-enriched methods are discussed
in [11]. Methods along the same theme for advection-diffusion equations were considered
in [6] and [12]. While the methods we present in this paper are also DPG methods (in
that we also use discontinuous, non-equal test and trial spaces), the major difference in
our aim from existing works is that we want to automatically compute almost optimal
test functions for any given trial space. This leads to methods that are rather different
from the previously proposed ones (e.g., we do not use bubbles in our test spaces).

The paper is organized as follows. The next section presents the idea in an abstract
framework, and details the points to be noted in a practical realization, as well as the
connection with least squares Galerkin methods. Section 3 discusses concretely the ap-
plication of the idea to the transport equation, yielding two new DPG methods, which
are then compared to the DPG method of [17]. Later sections deal with the convection
dominated diffusion problem in one and two dimensions.
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2. The concept of optimal test functions

We now explain what we mean by “optimal test functions” in the general context of an
abstract variational boundary-value problem:

Find u ∈ U : b(u, v) = l(v) ∀v ∈ V. (2.1)

Here U and V are real Hilbert spaces (normed by ‖ ·‖U and ‖ ·‖V , resp.), l is a continuous
linear form defined on test space V , b(·, ·) denotes a bilinear form defined on U × V that
is continuous, i.e.,

|b(u, v)| ≤M‖u‖U ‖v‖V , (2.2)

and satisfies the inf-sup [1, 9] condition

inf
‖u‖U=1

sup
‖v‖V =1

b(u, v) ≥ γ (2.3)

with γ > 0. Above the infimum and supremum runs over all u and v in the unit balls of
U and V , resp. (we will tacitly use such notations throughout). Additionally we assume
that

{v ∈ V : b(u, v) = 0 ∀ u ∈ U} = {0}. (2.4)

Under these conditions, it is well known [2] that problem (2.1) has a unique solution for
any ` ∈ V ′ (primes are used to denote dual spaces).

Let us also recall the famous result of Babuška on approximation of (2.1) by the follow-
ing Galerkin method obtained using subspaces Un ⊆ U and Vn ⊆ V , with dimUn = dimVn:{

Find un ∈ Un satisfying

b(un, vn) = l(vn) ∀v ∈ Vn.
(2.5)

We assume that the subspaces satisfy the discrete analogue of (2.3) , namely

inf
‖un‖Un=1

sup
‖vn‖Vn=1

b(un, vn) ≥ γn (2.6)

with γn > 0. Then the following result holds:

Theorem 2.1 (Babuška). Under the above assumptions, the exact and the discrete prob-
lems (2.1) and (2.5) are uniquely solvable. Furthermore,

‖u− un‖U ≤
M

γn
inf

wn∈Un
‖u− wn‖U .

In the early paper [2], we find this result with the constant M/γn replaced by 1 +M/γn.
It is now well known that in the Hilbert space setting, one can remove the “1” in the
constant (see [27], [37, Theorem 2], or [16, Theorem 4]).

The starting point of our analysis is the definition of an alternative norm, which we
call the energy norm on the trial space U . It is defined by

‖u‖E
def
= sup

‖v‖V =1

b(u, v). (2.7)

From this definition the following result is immediate:

Proposition 2.1. The energy norm ‖ · ‖E is an equivalent norm on U , specifically,

γ‖u‖U ≤ ‖u‖E ≤M‖u‖U , ∀u ∈ U,
if and only if (2.2) and (2.3) hold.
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Next, consider the map from trial to test space T : U 7→ V defined as follows: For every
u ∈ U , we define Tu in V as the unique solution of

(Tu, v)V = b(u, v), ∀ v ∈ V, (2.8)

where (·, ·)V denotes the inner product of V. By the Riesz representation theorem, T is a
well defined map. The following proposition is now obvious from Hilbert space theory:

Proposition 2.2. For any u in U , the supremum in (2.7) is attained by v = Tu ∈ V .
The norm ‖u‖E is generated by the inner product

(u, u)E
def
= (Tu, Tu)V .

Finally, let us consider a Petrov-Galerkin scheme of the form (2.5), with a finite dimen-
sional trial subspace

Un = span{ej : j = 1, . . . n} (2.9)

for some linearly independent set of functions ej in U .

Definition 2.1. Every trial subspace Un, as in (2.9), has its corresponding optimal test
space, defined by

Vn = span{Tej : j = 1, . . . n}.

Test spaces defined above are “optimal” in the sense that it generates the best possible
ratio of continuity constant to stability constant when U is endowed with the energy
norm. Specifically, we have the following result:

Theorem 2.2. Let Vn be the optimal test space corresponding to a finite dimensional trial
space Un. Then the error in the Petrov-Galerkin scheme (2.5) using Un × Vn equals the
best approximation error in the energy norm, i.e.

‖u− un‖E = inf
wn∈Un

‖u− wn‖E (2.10)

Proof. We apply Theorem 2.1, but with ‖ · ‖E as the norm for U . Then, by (2.8), the
continuity inequality

b(u, v) = (Tu, v)V ≤ ‖u‖E‖v‖V ,

holds with unit constant for all u ∈ U , v ∈ V . The inf-sup condition (2.6) also holds with
unit constant:

sup
‖vn‖Vn=1

b(un, vn) = sup
‖vn‖Vn=1

(Tun, vn)V

≥ (Tun,
Tun
‖Tun‖V

)V = ‖un‖E,

for all un ∈ Un and vn ∈ Vn, where we have used Proposition 2.2. Hence, by Theorem 2.1,
the left hand side of (2.10) is bounded by the right hand side. The reverse inequality is
obvious. �

A practical realization of this Petrov-Galerkin method with optimal test space in-
volves approximating the operator T in (2.8) by some computable analogue. Application
of this approximate operator is required to be inexpensive. With this in mind, our deriva-
tions of practical schemes proceed in the following general steps:
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S1. Given a boundary value problem, as a first step, we develop mesh dependent vari-
ational formulations b(·, ·) with an underlying space V which allows inter-element
discontinuities. It is for this reason our schemes are named “discontinuous” Petrov-
Galerkin (DPG) schemes.

S2. The next step is to choose a trial subspace Un. As is clear from Theorem 2.2, trial
spaces must always be chosen with good approximation properties. Hence they are
typically standard piecewise polynomial spaces, with degree determined by the
local order of accuracy needed.

S3. The third step is to approximately compute optimal test functions. Since we
allowed inter-element discontinuities in V in step S1, we are able to approximate
T by a local, element-by-element computable approximation Tn : Un 7→ Ṽn such
that

(Tnun, ṽn)V = b(un, ṽn), ∀ṽn ∈ Ṽn, (2.11a)

and

Tn is injective on Un, (2.11b)

where Ṽn ⊆ V is a computationally convenient space of discontinuous functions,
used to represent the approximate optimal test space. If {ej} forms a basis for
Un, then we set Vn = span{tj} where tj = Tnej. Note that {tj} forms a basis for
Vn due to (2.11b).

S4. The final step is to solve a symmetric positive definite matrix system. Indeed,
regardless of any asymmetry of b(·, ·), we always arrive at a symmetric linear
system, because the (i, j)th entry of the stiffness matrix of (2.5) is

b(ej, ti) = (Tnej, ti)V by (2.11a),

= (Tnej, Tnei)V as ti = Tnei

= (Tnei, Tnej)V

= b(ei, tj),

thus coinciding with the (j, i)th entry. The positive definiteness is a consequence
of (2.11b).

We do not have a universal prescription for selecting Ṽn. Its dimension must at least
be dim(Un), as otherwise (2.11b) would be violated. The motivation is that as Ṽn gets
richer, the discrete energy norm ‖Tnun‖V may be expected to converge to ‖Tun‖V , so the
discrete method should increasingly inherit the stability properties of the exact problem.

It may seem like the ambiguity in the choice of Ṽn makes the design of the method less
automatic. But it is possible to use hp-adaptivity within each mesh element to make the
computation of the right Ṽn almost automatic. This is our eventual goal. However, before
realizing this goal, we must study the local problems whose solutions form the optimal
test space, which is one of the purposes of this paper. In the remaining sections, we will
numerically some simple choices of Ṽn for specific examples.

We close this section by explaining the connection with the least squares Galerkin
method. The equation defining the Petrov-Galerkin method with Un and its optimal test
space Vn, namely,

b(un, vn) = 〈l, vn〉V , ∀ vn ∈ Vn, (2.12)
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can be rewritten as

(Tun, Twn)V = 〈l, Twn〉V ∀ wn ∈ Un,
where 〈·, ·〉V denotes the duality pairing in V . In other words, un solves T ∗◦Tun = T ∗RV l,
where T ∗ is the V -adjoint of T , and RV is the inverse of the Riesz map defined by
RV : V ′ 7→ V by (RV (`), v)V = 〈`, v〉V . Thus our method is indeed of the least squares
type. It is also related to the so-called “negative-norm least squares method” [7, 8, 10].
To see this, first note that (2.8) implies that

T = RV ◦B

where B : U 7→ V ′ is the operator generated by the bilinear form , i.e., 〈Bu, v〉V = b(u, v)
for all u ∈ U, v ∈ V . Then (2.12) can equivalently be rewritten as

〈Bun, RV ◦Bwn〉V = 〈l, RV ◦Bwn〉V , (2.13)

for all wn ∈ Un. A typical setting for negative-norm least squares techniques is the above
equation with V = H1

0 (Ω). Here is where we differ from these techniques: It is not
easy to obtain local and easily computable approximations to T = RV ◦ B when V has
global H1-conformity. Techniques in [7, 8] approximate T by approximating RV by a
preconditioner. E.g., a standard multigrid preconditioner for the Laplace operator can
serve as a good approximation for RV : H−1(Ω) 7→ H1

0 (Ω). However such operators
are global, and require multilevel meshes and other such overhead. In contrast, in our
approach, we use spaces V without inter-element continuity constraints, thus permitting
simpler and local approximations to T .

3. First example: Pure convection

In this section, we will present two new DPG methods for the transport equation.
They are derived by following the program of steps S1–S4 introduced abstractly in the
previous section. Both are different from the DPG method introduced in Part I [17].
While maintaining the excellent approximation qualities of the first DPG method, one of
the new methods is easier to implement. These methods will be presented in § 3.3, after
we illustrate the concepts using simple one-dimensional examples in § 3.1 and § 3.2.

Consider the convection problem
β · ∇u = f in Ω

u = u0 on Γin.
(3.14)

Here Ω ⊂ IRn, n = 1, 2, and Γin denotes the inflow boundary,

Γin = {x ∈ ∂Ω : β · n(x) < 0}. (3.15)

Given a partition of Ω into finite elements K, we multiply the convection equation with
a test function v supported on K, and integrate by parts over the element K to obtain

−
∫
K

u ∂βv +

∫
∂K

βnuv =

∫
K

fv

Here ∂βv = β · ∇v and βn = β · n. Whenever the measures in the integration are
obvious, we omit them, for simplifying notation (e.g., the first integral is to be read with



DPG METHOD 7

n-dimensional measure dx, while the second with n − 1-dimensional measure ds). The
flux,

q = |βn|u (3.16)

will be identified as an independent, new unknown. Due to a possible degeneration of βn
to zero, it is more suitable to work with the product βnu than u alone (see [17, § 2.3] for a
detailed explanation). Let Γh denote the union of all interelement boundaries minus the
inflow boundary Γin. Then, the above leads to the following variational formulation:{

Find u ∈ L2(Ω), q ∈ L2(Γh) : such that

b( (u, q), v) = `(v), ∀v ∈ Hβ(K), ∀K
(3.17)

where

b( (u, q), v) =
∑
K

∫
K

−u ∂βv +

∫
∂K\Γin

sgn(βn)qv, (3.18a)

`(v) =
∑
K

∫
K

fv +

∫
∂K∩Γin

βnu0v, (3.18b)

Hβ(K) = {v ∈ L2(K) : ∂βv ∈ L2(K)} (3.18c)

and sgn(x) denotes the sign of x. Note that q is single-valued on element interfaces,
thus coupling the mesh elements. The development of a mesh dependent variational
formulation, such as the above, is the first step (which we labeled S1 previously) according
to the program outlined in Section 2. Recall that in the step S1, the test space was required
to allow functions with inter-element discontinuities. In this example,

U = L2(Ω)× L2(Γh), (3.19a)

V = {v : v ∈ Hβ(K), ∀ elements K}, (3.19b)

so neither the test nor the trial space has any inter-element continuity. Let us now proceed
with the remaining steps in constructing the method discussed in Section 2, beginning
with a simple one-dimensional (1D), one-element, scenario.

3.1. A spectral discretization in 1D. In the 1D case, we shall assume β = 1. Let
K = (x1, x2) be a finite element. The space Hβ(K) coincides with H1(K). We can endow
it with a Hilbert structure using the inner product

(v, w)V =

∫ x2

x1

v′w′ + v(x2)w(x2), (3.20)

where the primes denote differentiation. Then, the bilinear form

b( (u, q), v) =

∫ x2

x1

u v′ + q v(x2)

satisfies (2.2) with the natural L2-norm on U and the above defined norm on V . Moreover,
its is easy to see that the inf-sup condition (2.3) also holds.

According to step S2, we now select the trial space. Let Pp(K) denote polynomials of
degree at most p on K. Set the trial space to

Up = Pp(K)× IR.
In other words, a function in Up is of the form (up, q) for some up ∈ Pp(K) (wherein u is
approximated) and in addition one point value q (used for approximating the flux at x2).
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In this simple 1D case, it is possible to exactly calculate the optimal test functions.
Since we can analytically compute the action of the exact T -operator defined in (2.8),
there is no need to approximate T by any Th. Equation (2.8), when written out to give
the variational problem for the optimal test function corresponding to the flux at x2, takes
the following form: The test function vq ≡ T (0, 1) is the unique function in H1(x1, x2)
satisfying ∫ x2

x1

v′q δ
′
v + vq(x2) δv(x2) = δv(x2), (3.21)

for all δv ∈ H1(K). Its easily computed solution is

vq ≡ 1, (3.22)

i.e., the constant extension of the (outflow) unit flux at x2.
The optimal test function vu ≡ T (u, 0, 0) corresponding to the interior polynomial trial

function u ∈ Pp(K), is the unique function in H1(K) satisfying∫ x2

x1

v′u δ
′
v + vu(x2) δv(x2) = −

∫ x2

x1

u δ′v, (3.23)

for all δv ∈ H1(K). This can also be solved easily leading to the next optimal test function

vu(x) =

∫ x2

x

u(s) ds. (3.24)

Notice that this test function is a polynomial of (one higher) degree p+ 1.
Thus, combining (3.22) and (3.24), we find that the optimal test space corresponding

to our chosen trial space Up is

Vp = span{vu, vq : u ∈ Pp(K), q ∈ IR}. (3.25)

We can now apply Theorem 2.2 to this method with the pair Up, Vp and obtain p-optimal
error estimates.

To conclude this discussion of our simplest example, we make the following remarks.

Remark 3.1. Different choices of inner products for V leads to different optimal test
functions. Choosing, e.g., a more standard inner product,

(v, δv)V =

∫ x2

x1

(v′δ′v + vδv),

in place of (3.20), it is easy to see that we obtain non-polynomial optimal test functions
(even for polynomial trial functions).

Remark 3.2. To compare with the spectral 1D analogue of our first DPG method in
Part I, [17, Section 2], observe that the test space in (3.25) equals Pp+1(K), which is the
same as the first DPG method considered in 1D.

3.2. A multielement 1D discretization. To obtain the multielement version of the
method in § 3.1, we consider the domain Ω = (x0, xn) split into elements (xi, xi+1). As in
§ 3.1, we start by setting the inner product on V to

(u,w)V =
n∑
i=1

∫ xi

xi−1

v′w′ + αi v
up(xi)w

up(xi),
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where vup(xi) denotes the limit of v(x) as x approaches xi from the left (upwind), and
αi’s are positive scaling factors to be determined. We will also use the downwind limit
(from the right) at xi, denoted by vdn(xi).

Next, let us set the trial space by

Uh = {(wh, q1, . . . , qn) : wh|(xi,xi+1) ∈ Pp(xi, xi+1),

and qi ∈ IR}. (3.26)

The first component wh is used to approximate u, while the remaining components are
outward (rightward) fluxes, i.e., qi are used to outward flux (to the right) at xi. The
bilinear form (3.18a) now has the form

b( (u, q), v) =
n∑
i=1

∫ xi

xi−1

−u v′ + qi v
up(xi)− qi−1 v

dn(xi−1),

with the understanding that q0 = 0.
As in § 3.1, we can exactly calculate the optimal test functions in this case. The optimal

test function corresponding to a trial function w in Pp(xi, xi+1) is obtained as in (3.24) by

vw(x) =

∫ xi+1

x

w(s) ds. (3.27)

The optimal test function corresponding to the flux qi, unlike the one-element case of § 3.1,
is now supported on two adjacent elements (except for the last flux qn). The optimal test
function vi corresponding to the unit flux qi = 1 at xi, for all i = 1, . . . , n− 1, is obtained
by solving the two equations∫ xi

xi−1

v′i δ
′
v + αi v

up
i (xi) δ

up
v (xi) = δup

v (xi),

for all δv ∈ H1(xi−1, xi), and∫ xi+1

xi

v′i δ
′
v + αi+1v

up
i (xi+1) δup

v (xi+1) = −δdn
v (xi),

for all δv ∈ H1(xi, xi+1), independently. The solution is

vi(x) =


1

αi
if x ∈ (xi−1, xi)

x− 1 + αi+1xi+1

αi+1

if x ∈ (xi, xi+1)

0 elsewhere.

(3.28)

Similarly, we see that the exactly optimal test function corresponding to the unit flux
at xn, namely vn, is the indicator function of the last element scaled by 1/αn.

Thus, the exactly optimal test space corresponding to the Uh in (3.26) equals

Vh = span{vw : for all w ∈ Pp(K), and

vi : for all i = 1, . . . , n}.

Theorem 3.1. For the 1D DPG method with the above defined Uh × Vh, the following
statements hold:
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(1) The energy norm for this example is given by

‖(u, q1, . . . , qn)‖2
E =

n∑
i=1

|qi − qi−1|2

αi

+

∫ xi

xi−1

|u− qi−1|2.
(3.29)

(2) For all u ∈ L2(x0, xn) and all q = (q1, . . . , qn) ∈ IRn, the inf-sup condition

‖u‖2 + ‖q‖2
h ≤ γ‖(u, q1, . . . , qn)‖2

E (3.30)

holds where ‖u‖ denotes the L2(x0, xn)-norm, ‖q‖2
h =

n∑
i=1

|qi−1|2(xi − xi−1), and

γ = max(3κ, 2), with κ =
n∑
`=1

`−1∑
j=1

αj(x` − x`−1).

(3) The test space can be characterized as

Vh = {v : v|K ∈ Pp+1(K) for all elements K}.
(4) The solution (uh, qh,1, . . . , qh,n) of this DPG method is independent of {αi}.
(5) The error in the fluxes qh,i is zero, i.e., qh,i = qi.
(6) The solution uh equals the L2-projection of the exact solution u.

Proof. See Appendix A. �

Remark 3.3. The 1D analogue of the method considered in [17] is equivalent to the method
presented in this subsection. Indeed by Theorem 3.1, item 3, we find that the optimal test
space is the same as the test space for the 1D analogue of the method considered in [17].
Hence their solutions coincide. Note however that while we solve a symmetric positive
definite system for the current DPG method, the first DPG method of [17] obtains the
solution by backsubstitution of a block triangular system.

3.3. Discretization in 2D. To derive the new DPG methods for the pure advection
problem, we follow the program of steps S1–S4 in Section 2. First, we set a particular
form of the inner product on the test space, namely

(v, δv)V =

∫
K

∂βv ∂βδv +

∫
K

v δv, (3.31)

The spaces U , V , and the bilinear form b(·, ·) are as before (see (3.19) and (3.18a)). Thus,
we have performed step S1 in the derivation of the method.

Since β can vary from point to point even within mesh elements, the well-posedness of
the transport problem is not clear in all situations. We will therefore assume that

∇ ·β = 0, (3.32)

and that the inf-sup condition (2.3) and (2.4) hold for our form b(·, ·). It is easy to
construct examples with variable advection where these assumptions break down, e.g.,
if λi denotes the barycentric coordinates of a triangle, then setting v = λ1λ2λ3 and
β = curl(λ1λ2λ3), we find that β · ∇v = 0 and v|∂K = 0. This function v violates (2.4).
Our assumptions rule out such advection fields. To handle cellular convection and other
such important examples of advection with closed loops, we must at least start with a
mesh that is sufficiently refined so that situations like the above do not occur.
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The next step S2, is to set the space of trial functions. We set this as in the first DPG
method [17] to facilitate comparison, namely

Uh = {(wh, φh) : wh|K ∈ Pp(K), φh|E ∈ Pp+1(E),

∀ elements K and ∀ edges E ⊆ Γh}.

The optimal test functions corresponding to this Uh solve the following variational prob-
lem: 

Find v ∈ Hβ(K) satisfying∫
K

∂βv ∂βδv +

∫
K

v δv =−
∫
K

u ∂βδv +

∫
∂K

sgn(βn)q δv

for all δv ∈ Hβ(K),

(3.33)

for every (u, q) in Uh.
The third step S3 involves approximating (3.33) by replacing Hβ(K) by a computable

finite dimensional subspace Ṽh. We set

Ṽh = {v : v|K ∈ Pp+2(K) for all mesh elements K}.

The approximately optimal test functions vh ∈ Ṽh are computed by solving (3.33) for all
δv in Ṽh (instead of Hβ(K)), i.e., by solving the discrete problem:

Find v ∈ Pp+2(K) satisfying∫
K

∂βv ∂β δ̃v + vδ̃v =−
∫
K

u∂β δ̃v +

∫
∂K

sgn(βn)q δ̃v,

for all δ̃v ∈ Pp+2(K),

(3.34)

for each member of any local basis of Uh. The span of such v’s forms the test space Vh.
The DPG method, discretizing the convection problem (3.17) using these spaces is{

Find (uh, qh) ∈ Uh satisfying

b( (uh, qh), vh) = `(vh), ∀ vh ∈ Vh,

with b and ` as in (3.18), and will be called the “DPG-A” method or the DPG method
with approximately optimal test functions. In contrast, the method of [17] will be called
the “DPG-1” method.

The DPG-1 method was presented in [17] for the case of constant advection, i.e., as-
suming that β is constant. In this case, one may wonder if it is possible to analytically
compute exactly optimal test functions. This is indeed possible and gives rise to what
we denote by the “DPG-X” method. To make the calculations convenient, the DPG-X
method is derived using a different inner product in V , i.e., instead of (3.35), we use the
(equivalent) inner product

(v, δv)V =

∫
K

∂βv ∂βδv +

∫
∂outK

v δv, (3.35)
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Figure 1. Streamline crossing an element.

where ∂outK denotes the outflow part of boundary ∂K. The optimal test function problem,
modified from (3.33), now reads as follows:

Find v ∈ Hβ(K) satisfying∫
K

∂βv ∂βδv +

∫
∂outK

v δv = −
∫
K

u ∂βδv +

∫
∂outK

q δv −
∫
∂inK

q δv,

for all δv ∈ Hβ(K).

(3.36)

To describe the method, it now suffices to describe the exact solution of this problem.
To this end, rewrite (3.36) as a classical boundary value problem (obtained by integrat-

ing the weak form by parts and using (3.32)):

∂β∂βv = −∂βu in K (3.37a)

βn∂βv = −βnu− q on ∂inK (3.37b)

βn∂βv + v = −βnu+ q on ∂outK. (3.37c)

To describe the solutions v for any (u, q) in Uh, first consider the case q|∂outK = q|∂inK = 0.
Then we obtain the optimal test function for u by solving (3.37), namely by integrating
u along streamlines with a zero initial condition on the outflow boundary. This function
is a polynomial of degree p + 1 in the streamline coordinate (say s). In the remaining
coordinate (say t), it is of degree p, if there is only one outflow edge. Irrespective of the
number of outflow edges however, these functions are included in the test space of the
DPG-1 method [17]. Next, consider the optimal test function for q|∂outK by setting q|∂inK
and u to 0. Now the solutions v are the values of q|∂outK extended as constant along
streamlines. The span of these functions together with the optimal test functions for u
form the test space of the original DPG-1 method [17].

The sole difference between the test function spaces of DPG-X and DPG-1 methods
lies in the optimal test functions for q|∂inK . While these were set to zero in the DPG-1
method, the DPG-X method sets them by solving (3.36). The exact solution is a function
linear in the streamline coordinate s. Indeed, rewriting the problem (3.36) for v(s, t) in
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terms of s,

∂2v

∂s2
= 0 in K

Bin
∂v

∂s
= −q|∂inK on ∂inK

Bout
∂v

∂s
+ v = 0 on ∂outK.

where Bin = β · nin|β| and Bout = β · nout|β|. Solving, we obtain the explicit formula

v =
q

Bin

(−s+ sout +Bout). (3.38)

where sout is the value of the s-coordinate on the outflow boundary (see Fig. 1). If the
inflow boundary contains only one edge, then the optimal test function is already in the
span of test functions corresponding to the outflow flux and solution u. If, however, the
inflow boundary contains two edges, the corresponding test space is enriched with piece-
wise polynomial test functions, the same way as for the case when the outflow boundary
contains two edges. The resulting test space is then different from the one used in our
first paper [17]. Unless the streamline is parallel to one of the edges, the test space always
involves piecewise polynomials generated by boundary fluxes.

3.4. Numerical comparison. In the previous subsection, we discussed three methods,
DPG-1, DPG-A, and DPG-X, the latter two being newly proposed methods. We will now
compare the performance of these three schemes.

First, let us reiterate the following features of these methods for comparison:

• DPG-1 gives rise to a block triangular system, and it can be solved by backsubsti-
tution, marching from the inflow to the outflow edges. The fluxes qh can be solved
for independently of uh, and uh can be found by a local postprocessing using qh
(see [17] for details).
• DPG-A and DPG-X gives symmetric positive definite systems. This permits the

use of well-developed iterative techniques for solving such systems. (For these
methods, we cannot use backsubstitution like in DPG-1.)
• DPG-A is the easiest to implement as its spaces within an element are the most

standard – unlike the other methods, it does not have piecewise polynomial test
functions, so there is no need for using composite Gauss quadrature.

We now present the numerical results when the method is applied to two well known
examples. The first example is due to Peterson [32], who constructed it to show that the
h convergence rate of the standard DG method is suboptimal by h1/2 (where h denotes the
mesh size). Peterson constructed a specific sequence of quasiuniform meshes of obtained
by manipulating an n × n partition of the unit square and discretized the problem of
finding u satisfying ∂u/∂y = 0, u(x, 0) = sin 6x, x ∈ (0, 1) (see [32] for further details on
this experiment, and also see [17]). We present the L2(Ω)-norm of the error in u obtained
by the three DPG methods and the standard DG method in Fig. 2.

The second example is from [22] which is designed to test any advantages DG methods
may have over conforming methods like SUPG when the solution is discontinuous. They
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Figure 2. Loglog plot of ‖u− uh‖L2(Ω) for the Peterson example

set up an advection problem on Ω = (−1, 1)2 with β = (1, 9/10) so that the exact solution

u(x, y) =



sin(π(x+ 1)2/4 sin(π(y − 9x/10)/2)

for − 1 ≤ x ≤ 1, 9x/10x < y < 1,

exp(−5(x2 + (y − 9x/10)2))

for − 1 ≤ x ≤ 1, −1 ≤ y < 9x/10,

is discontinuos along the line y = 9x/10. While they [22] demonstrated the advantage of
DG methods over streamline diffusion type methods, our purpose here is to compare the
DPG methods with the DG methods. Fig. 3 presents our results for p = 1, 2, 3, 4, 5.

We draw the following conclusions from Figures 2 and 3:

• From Fig. 2, we see that all the DPG methods, including the new DPG-A (easier
to implement than the other DPG methods) converged at the optimal rate for
the Peterson example, while the standard DG method converged suboptimally.
• For the example of [22], the convergence rate for all the DPG methods is again

optimal. The methods DPG-1 and DPG-X methods gave almost the same re-
sults. DPG-A lagged behind in accuracy, but only slightly. All three methods
outperforms the standard DG method.

It is perhaps surprising that the method DPG-A which approximates the optimal
piecewise polynomial test functions (discontinuous within element) by polynomials of
one higher degree, performs so well. Note however that unlike the DPG-1 methods, we
have no theoretical estimates for DPG-A. Moreover, from Figure 3, there appears to be a
change in the slope of the convergence of the DPG-A method as one proceeds to the point
of the highest degree of freedom. We believe that this is due to local ill-conditioning,
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Figure 3. Performance of DPG-1, DPG-A, and DPG-X applied to the
example of [22] (h convergence rates for p = 1, 2, 3, 4, 5)

although more investigations are needed before we can definitively make this conclusion
and suggest remedies.

4. Convection-Dominated Diffusion in 1D

This section is devoted to a study of the application of the previous ideas to the
convection-diffusion problem. Again, we apply the steps S1–S4, but now to the convection-
diffusion problem. Accordingly, the first step is the derivation of a weak formulation for
the convection-diffusion problem involving a Hilbert space V that allows discontinuous
functions. This often gives rise to nonstandard bilinear forms. A major question that
arises then, in the case of singularly perturbed problems like convection-dominated dif-
fusion, is the inf-sup condition for such bilinear forms. We learned in Section 2 that the
Petrov-Galerkin method with optimal test functions delivers the best approximation er-
ror in what we have named the energy norm. However, the inf-sup condition is needed
to translate the energy norm estimates to error estimates in more standard norms (the
original norm on U). In particular, if the diffusion is an arbitrarily small ε, we would like
to know how the inf-sup constant changes with ε.

To study such issues, we will first calculate the energy norm in the simplest setting of
a single-element one-dimensional spectral approximation and study its equivalence with
L2-type norms. Next, we consider an arbitrary hp mesh and illustrate the optimal test
functions corresponding to fluxes and solution components. Finally, we finish the section
with numerical examples illustrating the method.
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4.1. Spectral Method (One Element Case). Consider the 1D model problem,
u(0) = u0, u(1) = 0

1

ε
σ − u′ = 0

−σ′ + u′ = f

(4.39)

and the corresponding variational formulation: Find σ ∈ L2(0, 1), σ̂(0) ∈ IR, σ̂(1) ∈ IR, and
u ∈ L2(0, 1) such that

1

ε

∫ 1

0

στ +

∫ 1

0

uτ ′ = −u0 τ(0),

∫ 1

0

σv′ −
∫ 1

0

uv′ + σ̂(0)v(0)− σ̂(1)v(1) =

∫ 1

0

fv + u0v(0)

for all τ and v in H1(0, 1). Given σ, σ̂(0), σ̂(1), u, we define the corresponding optimal
test functions by formulating the following variational problem,

( (τ, v), (δτ , δv) )V = b( (σ, σ̂(0), σ̂(1), u), (δτ , δv) )

where the inner product corresponds to the norm for test functions defined as follows:

‖(τ, v)‖2 = (1− α)‖τ‖2 + α‖v‖2

‖τ‖2 =

∫ 1

0

|τ ′|2 + |τ(0)|2

‖v‖2 =

∫ 1

0

|v′|2 + |v(1)|2.

(4.40)

Here α ∈ (0, 1) is a scaling parameter. The choice of the particular norm for the test
function is somehow arbitrary and it may be used to design different versions of the
method.

In this example, we are again able to calculate the exactly optimal test functions.
Testing individually with δτ and δv, we obtain two variational problems for the test
functions:

(1− α)

(∫ 1

0

τ ′δ′τ + τ(0)δτ (0)

)
=

1

ε

∫ 1

0

σδτ +

∫ 1

0

uδ′τ

for all δτ in H1(0, 1) and

α

(∫ 1

0

v′δ′v + v(1)δv(1)

)
=

∫ 1

0

σδ′v −
∫ 1

0

uδ′v

+ σ̂(0)δv(0)− σ̂(1)δv(1)

for all δv ∈ H1(0, 1). Rewriting these weak formulations in their corresponding classical
formulations, we obtain 

−(1− α)τ ′′ =
1

ε
σ − u′

(1− α)τ ′(1) = u(1)

(1− α)(−τ ′(0) + τ(0)) = −u(0)

(4.41)
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and 
−αv′′ = −σ′ + u′

α(v′(1) + v(1)) = σ(1)− u(1)− σ̂(1)

−αv′(0) = −σ(0) + u(0) + σ̂(0),

(4.42)

respectively.
Solving these equations, we can obtain the optimal test functions and thus an explicit

expression for the energy norm. Integrating the above formulae, we are led to

(1− α)τ ′ =
1

ε

∫ 1

x

σ + u

(1− α)τ(0) =
1

ε

∫ 1

0

σ

(4.43)

and
αv′ = σ − u− σ̂(0)

αv(1) = σ̂(0)− σ̂(1).
(4.44)

and the final formula for the energy norm (squared)

‖(σ, σ̂(0), σ̂(1), u)‖2
E = (1− α)

(∥∥∥∥1

ε

∫ 1

x

σ + u

∥∥∥∥2

+ |1
ε

∫ 1

0

σ|2
)

+ α
(
‖σ − u− σ̂(0)‖2 + |σ̂(0)− σ̂(1)|2

)
.

By selecting different coefficient α we can scale the two residuals’ contributions to the
final norm. We select α = 1

2
to obtain

‖(σ, σ̂(0), σ̂(1), u)‖2
E =

∥∥∥∥1

ε

∫ 1

x

σ + u

∥∥∥∥2

+

∣∣∣∣1ε
∫ 1

0

σ

∣∣∣∣2
+ ‖σ − u− σ̂(0)‖2 + |σ̂(0)− σ̂(1)|2.

(4.45)

This norm represents the natural stability of the variational formulation This energy norm
can be related to standard L2 norm:

Theorem 4.1 (Inf-sup condition). There exists a (unit order) constant C > 0 independent
of ε such that

max

{
‖σ‖, ε

1
2‖u‖, ε

1
2

∥∥∥∥1

ε

∫ 1

x

σ(s) ds

∥∥∥∥, ε 1
2 |σ̂(0)|, ε

1
2 |σ̂(1)|

}
≤ C ‖(σ, σ̂(0), σ̂(1), u)‖E.

Proof. See Appendix B. �

4.2. The composite DPG method. We now extend the analysis to the multi-element
case using an arbitrary partition,

0 = x0 < x1 < . . . < xk−1 < xk < . . . < xN = 1

The unknowns include σk, uk ∈ L2(xk−1, xk) and fluxes σ̂(xk), û(xk), k = 0, . . . , N . Fluxes
û(0) = u0, û(1) = 0 are known from the boundary conditions. For each element K =
(xk−1, xk), we have test functions (τ, v) = (τk, vk), τk, vk ∈ H1(xk−1, xk).



18 L. DEMKOWICZ AND J. GOPALAKRISHNAN

For each k = 1, . . . , N , we satisfy the following variational equations,

1

ε

∫ xk

xk−1

σkτ +

∫ xk

xk−1

ukτ
′ + û(xk−1)τ(xk−1)− û(xk)τ(xk) = 0∫ xk

xk−1

σkv
′ −
∫ xk

xk−1

ukv
′ − û(xk−1)v(xk−1) + û(xk)v(xk)

+ σ̂(xk−1)v(xk−1)− σ̂(xk)v(xk) =

∫ xk

xk−1

fv

for every τ, v ∈ H1(xk−1, xk). Again, for k = 1, û(0) = u0 is known and is moved to the
right-hand side. Similarly, û(1) = 0 in the last equation for k = N .

We choose to work with the following norm for the test functions,

‖(τ ,v)‖ =

(
N∑
k=1

‖τk‖2 + ‖vk‖2

) 1
2

‖τk‖2 =

∫ xk

xk−1

|τ ′k|2 + |τk(xk−1)|2

‖vk‖2 =

∫ xk

xk−1

|v′k|2 + |vk(xk)|2

(4.46)

The choice is not unique. Different norms lead to different optimal test functions. The
particular choice of norms for the H1-spaces enables determination of the optimal test
functions in closed form.

The local variational problems for determining optimal test functions are as follows:∫ xk

xk−1

τδτ + τ(xk−1)δτ (xk−1) =
1

ε

∫ xk

xk−1

σkδτ +

∫ xk

xk−1

ukδ
′
τ (4.47a)

+ û(xk−1)δτ (xk−1)− û(xk)δτ (xk),

for all δτ ∈ H1(xk−1, xk)∫ xk

xk−1

v′δ′v + v(xk)δv(xk) =

∫ xk

xk−1

σkv
′ −
∫ xk

xk−1

ukv
′ (4.47b)

+ σ̂(xk−1)v(xk−1)− σ̂(xk)v(xk)

− û(xk−1)v(xk−1) + û(xk)v(xk),

for all δv ∈ H1(xk−1, xk). For each flux unknown σ̂(xk), we have an optimal test function
which spans across neighboring elements (xk−1, xk) and (xk, xk+1). For the first flux σ̂(0),
the corresponding test function spans over the first element and, similarly, for the last
flux σ̂(1), the corresponding test function spans over the last element only. Variational
problem (4.47) leads to the following differential equations and boundary conditions for
the optimal test functions.

−τ ′′ = 1

ε
σk − u′k

τ ′(xk) = uk(xk)− û(xk)

−τ ′(xk−1) + τ(xk−1) = −uk(xk−1) + û(xk−1),
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and 
−v′′ = −σ′k + u′k

v′(xk) + v(xk) = σ(xk)− σ̂(xk)− uk(xk) + û(xk)

−v′(xk−1) = −σk(xk−1) + σ̂(xk−1)

+ uk(xk−1)− û(xk−1).

This leads to the formulas

τ ′ =
1

ε

∫ xk

x

σk(s) ds+ uk(x)− û(xk) (4.48a)

τ(xk−1) =
1

ε

∫ xk

xk−1

σk(s) ds+ û(xk−1)− û(xk) (4.48b)

τ(x) =

∫ x

xk−1

(s− xk−1)σk(s) ds (4.48c)

+ (x− xk−1)

∫ xk

x

σk(s)

+

∫ x

xk−1

uk(s) +
1

ε

∫ xk

xk−1

σk(s) ds

+ û(xk−1)− û(xk)(x− xk−1 + 1),

and

v′(x) = σk(x)− uk(x)− σ̂(xk−1) + û(xk−1) (4.49a)

v(xk) = σ̂(xk−1)− σ̂(xk)− û(xk−1) + û(xk) (4.49b)

v(x) =

∫ x

xk−1

σk(s) ds−
∫ x

xk−1

uk(s) ds

+ σ̂(xk−1)(1− x+ xk−1)

+ û(xk−1)(x− xk−1 − 1)− σ̂(xk) + û(xk). (4.49c)

Formulas above allow us to construct optimal test functions for trial functions correspond-
ing to L2-variables σk(x) and uk(x) as well as fluxes σ̂(xk) and û(xk). Notice that except
for the test function corresponding to flux σ̂(xk), all test functions are vector-valued, i.e.
they have both τ and v components.

For instance, the test function corresponding to flux û(xk) = 1 is given by the formulas

τ(x) =

{
xk−1 − x− 1 if x ∈ (xk−1, xk)

1 if x ∈ (xk, xk+1)

v(x) =

{
1 if x ∈ (xk−1, xk)

x− xk−1 − 1 if x ∈ (xk, xk+1).

The test function, illustrated in Fig. 4 shows a clear upwinding effect. For the h-method,
i.e. with element size converging to zero, both τ and v converge to step functions. For
σk, uk ∈ Pp(xk−1, xk), formulas (4.48) and (4.49) imply that τ = τk ∈ Pp+2(xk−1, xk) and
v = vk ∈ Pp+1(xk−1, xk). Contrary to the pure convection problem, this does not allow
for the construction of a simple Petrov-Galerkin method with the test functions being
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Figure 4. Optimal test function corresponding to flux û(xk) = 1.

polynomials of higher order. For elements of uniform order p, we would have a total of
2N(p+1) unknowns for σk, uk, plus 2+2(N−1) = 2N fluxes, a total ofN(2p+4) unknowns.
At the same time, the number of test d.o.f. would be N(p+ 3 + p+ 2) = N(2p+ 5). The
numbers do not match each other.

Formulas (4.48) and (4.49) lead also to the formula for the energy norm,

‖(σ,u, σ̂, û)‖2

=
N∑
k=1

[ ∥∥∥∥1

ε

∫ xk

x

σk(s) ds+ uk(x)− û(xk)

∥∥∥∥2

+ ‖σk(x)− uk(x)− σ̂(xk−1) + û(xk−1)‖2

]
+

N∑
k=1

[ ∣∣∣∣1ε
∫ xk

xk−1

σk(s) ds+ û(xk−1)− û(xk)

∣∣∣∣2
+ |σ̂(xk−1)− σ̂(xk)− û(xk−1) + û(xk)|2

]
with û(0) = û(1) = 0, and σ = (σ1, . . . , σN), u = (u1, . . . , uN), σ̂ = (σ̂(0), σ̂(x1), . . . , σ̂(1)),
û = (û(x1), . . . , û(xN−1)). The generalization of the one element analysis of §4.1 to this
multielement case seems feasible, but we shall not attempt it in this paper.

4.3. Numerical Experiments.

Implementation details. We used equal order polynomials for σ and u. In our numerical
implementation we chose to work with standard H1-norms for the test space,

‖(τ ,v)‖ =

(
N∑
k=1

‖τk‖2 + ‖vk‖2

) 1
2

‖τk‖2 =

∫ xk

xk−1

{
|τ ′k|2 + |τ |2

}
‖vk‖2 =

∫ xk

xk−1

{
|v′k|2 + |vk|2

}
.

(4.50)

Variational equations (4.47) for the optimal test functions have been solved approximately
using polynomials of three degrees higher.
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(c) Case ε = 10−4, p = 3, 4.

Figure 5. h-convergence of errors in u in L2-norm for various p

All numerical experiments will be reported for the case with data f(x) = 0, u0 = 1.
The corresponding solution develops a boundary layer at x = 1,

σ(x) = − 1

1− e− 1
ε

e
x−1
ε ,

u(x) =
1

1− e− 1
ε

(
1− e

x−1
ε

)
.

Convergence rates. We begin by reporting h-convergence rates for different orders of ap-
proximation for the L2-norm of the solution and different values of diffusion constant ε.
Fig. 5(a) presents h convergence for the solution in the diffusion regime ε = 1. Fig. 5(b)
presents h convergence for the solution in the convection-dominated regime, for ε = 0.01.
Finally, Fig. 5(c) presents h convergence for the solution in the convection-dominated
regime, for ε = 10−4, p = 3, 4 and a greater number of elements. In all cases, the solution
remains very stable in the preasymptotic regime.
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Figure 6. Case: ε = 10−4, p = 3, 4. h-convergence in the approximate
energy norm.

Convergence in the energy norm. Fig. 6 presents convergence for ε = 10−4 and the en-
ergy norm. The norm is computed approximately using the same approximate test space
(polynomials of order p + 3) as for the determination of the (approximate) optimal test
functions. Consistently with the presented theory, the energy error decreases monotoni-
cally.

Dependence on accuracy of the optimal test functions. Fig. 7 presents convergence for
ε = 10−4 and p = 4 with optimal test functions determined using polynomials of order
p + 1, p + 2, p + 3 and p + 4. Whereas there is a significant difference between p + 1 and
p+ 2 cases, further increase in order produces visually indistinguishable results.

Examples of hp-adapted meshes. Finally, we present a few snapshots of interactively pro-
duced hp-adaptive meshes and the corresponding solutions for the case ε = 0.01. Fig. 8(a)
presents behavior of the approximate solution on a “bad” mesh, i.e. with refinements made
in a wrong place, away from the boundary layer. Consistently with the analysis presented
for the spectral case, the stress is approximated well, but the approximate velocity is
clearly off by a constant.

Fig. 8(b) presents behavior of the approximate solution on a “good” mesh, obtained
from the “bad” mesh by refining elements in the boundary layer. The exact and approx-
imate solutions overlap each other and appear indistinguishably.

5. Convection-dominated diffusion in 2D

In this section, we numerically study the 2D convection-dominated diffusion. We discuss
implementation details and present numerical experiments for a 2D model problem.
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Figure 7. Case: ε = 10−4, p = 4. h-convergence in the L2-norm for
approximately optimal test functions determined with order p+1, p+2, p+
3, p+ 4.

We consider the following model problem.

u = u0 on ∂Ω

1

ε
σ1 −

∂u

∂x1

= 0 in Ω

1

ε
σ2 −

∂u

∂x2

= 0 in Ω

−divσ + β · ∇u = f in Ω.

(5.51)

We assume that Ω has been partitioned into a FE mesh with elements K. In presented
numerical examples, we will restrict outlived to 1-irregular triangular meshes only. Upon
multiplying with test functions τ1, τ2 and v, integrating over an element K, and integrating
by parts, we arrive at the following variational problem.

For each element K in the mesh, find functions σK in L2(K), uK in L2(K), and fluxes
ûe ∈ U(e), σ̂e ∈ L2(e), satisfying

1

ε

∫
K

σKτ +

∫
K

uKdivτ −
∑

e∈∂K\∂Ω

∫
e

ûeτn = `1(τ)∫
K

σK∇v −
∫
K

ukβ∇v

+
∑

e∈∂K\∂Ω

∫
e

βnûev −
∑
e∈∂K

∫
e

σ̂esgn(nK)v= `2(v),
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(a) Case ε = 10−2 and a “bad” hp mesh.

(b) Case ε = 10−2 and a “good” hp mesh.

Figure 8. Snapshots of mesh (bottom bar shows elements), the exact and
approximate flux σ (left) and velocity u (right). Colors used in the bottom
bar show polynomial degrees used in each element (legend in the side bar).

for all τ in H(div, K) and for all v ∈ H1(K), where

`1(τ) =
∑

e∈∂K∩∂Ω

∫
e

u0τn

`2(v) =

∫
K

fv −
∑

e∈∂K∩∂Ω

∫
e

βnu0v

The unknowns include σK , uK , for each element K, fluxes σ̂e, for each edge e, and fluxes
û, for each internal edge e. We assume that each edge e has been assigned a particular
normal ne. We define then

sgn(nK) =

{
1 if nK = ne
−1 if nK = −ne

(5.52)

Remark 5.1. We assume f ∈ L2(Ω), and u0 ∈ H
1
2 (∂Ω). The choice of energy space for

fluxes ue is far from trivial. Normal component τn lives in H−
1
2 (∂K), which indicates

(at least formally) that regularity ue ∈ L2(e) may be insufficient. For the sake of this
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paper, we shall assume that the problem is well posed, i.e. it has a unique solution in an
appropriate functional setting. A systematic analysis of the well-posedness is postponed
for a future work.

The variational problem for optimal test functions τ , v is formulated as follows: Find
τ ∈H(div, K) and v ∈ H1(K) satisfying∫

K

(divτ divδτ + τδτ ) =
1

ε

∫
K

σKδτ

∫
K

uK divδτ −
∑

e∈∂K\∂Ω

∫
e

ûeδτ n

for all δτ ∈H(div, K), and∫
K

(∇v∇δv + vδv) =

∫
K

σK∇δv −
∑
e∈∂K

∫
e

σ̂esgn(nK)δv

−
∫
K

ukβ∇δv +
∑

e∈∂K−∂Ω

∫
e

βnûeδv

for all δv ∈ H1(K). We have used equal polynomial order discretization for σK , uK and
one order higher approximation for fluxes. More precisely, if an edge e is shared by
a number of elements K, the order for the fluxes is set to the maximum order of the
adjacent elements. Also, if an edge has two small element neighbors on one side (we are
using 1-irregular meshes only), the fluxes are approximated with piecewise polynomials
rather then polynomials.

We use a very crude approximation for the optimal test functions. If σK , uK ∈ Pp(K),
then τ , v are approximated in Pp+3(K). It is worth mentioning that use of a lower order
has resulted in a singular stiffness matrix (small pivots reported by a frontal solver). With
piecewise polynomial fluxes, it would be more natural to divide the triangular element
into four subelements and use H(div)-conforming discretization for τ . This and a full
hp-discretization of the H(div) problem are postponed for future studies.

5.1. Verification of convergence rates. To numerically verify the convergence rates,
we have used an example presented by Egger and Schoeberl [20]. The convection-dominated
diffusion problem is solved on a unit square with ε = 0.01,β = (2, 1), homogeneous bound-
ary conditions and source f corresponding to the exact solution,

u(x, y) =

(
x+

e
β1x
ε − 1

1− e
β1
ε

)(
y +

e
β2y
ε − 1

1− e
β2
ε

)
(5.53)

The solution has a boundary layer along top and right edges. The problem was solved on
a sequence of uniform triangular meshes (with positively sloped diagonals) with 4, 8, 16, 32
elements on one side, and p = 1, 2, 3, 4, 5. Fig. 9 reports h-convergence rates for L2-norm
(for all three components of the solution, i.e. σ1, σ2, u) relative to L2-norm. The source
term f has been integrated using standard Gaussian integration.

Notice the difference in the h-convergence curves in the examples of Fig. 9 and Fig. 3.
In the case of problems with boundary layers, it is typical to observe a speed-up of
convergence rate as one resolves the layer, resulting in non-linear h-convergence curves as
in Fig. 9 (cf. also the difference in the curves of Fig. 5(a) and 5(c)).
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Figure 9. DPG method applied to the example of [20] under uniform h-refinement.

5.2. Solution with a boundary layer. We finish with an example illustrating the power
of hp-adaptivity. We select the following data:

Ω = (0, 1)× (0, 1)

f = 0

ε = 0.01

β = (1, 2)

u0 =


1− x for y = 0
1− y for x = 0
0 for x = 1
0 for y = 1

(5.54)

The solution develops a boundary layer along top and right edges. Fig. 10 present a
sequence of hand-refined meshes and the corresponding solution (component u). The last
solution is also shown in Fig. 11 with the mesh removed. Use of higher order elements
allows for an accurate resolution of the boundary layer.

The main point of this illustration, however, is the fact that the solution remains very
stable throughout the whole preasymptotic range.

Finally, Fig. 12 presents evolution of the (approximate) energy norm (squared) vs.
problem size (total number of d.o.f.). As predicted by the theory, the norm decreases
monotonically.

6. Conclusions and Future Work

We have presented new Discontinuous Petrov-Galerkin (DPG) methods. Although we
only discussed the advection and convection-diffusion problems, the ideas here can be
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(a) First hp mesh and the corresponding solution u

(b) Second hp mesh and the corresponding solution u

(c) Third hp mesh and the corresponding solution u

(d) Fourth hp mesh and the corresponding solution u

(e) Fifth hp mesh and the corresponding solution u

(f) Sixth hp mesh and the corresponding solution u

Figure 10. hp-refinements for a problem with a boundary layer
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Figure 11. A plot of the finally computed solution u (on the sixth hp-
mesh) for the problem with a boundary layer.
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Figure 12. Decrease of error in the energy norm with hp-refinement for
the problem with a boundary layer. The corresponding sequence of refined
meshes is shown in Fig. 10.

used to develop new methods to solve general systems of PDE’s in variational form. To
summarize:

• The boundary value problem is formulated as a system of first order partial dif-
ferential equations.
• A mesh dependent weak formulation is derived in the spirit of DG methods or

“ultra-weak” formulations, i.e., all equations are treated in the sense of distribu-
tions with all derivatives passed to test functions.
• The problem is posed in L2-energy setting with resulting fluxes treated as inde-

pendent unknowns, in the spirit of hybridized methods. Variational equations are
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formulated for each individual element in the mesh and these element problems
are “connected” through fluxes shared by adjacent element.
• For each trial function, corresponding to either an interior or flux variable, we

determine an optimal test function by solving auxiliary local variational problems.
These variational problems for the test functions are derived by the choice of a
test space norm. The optimal test functions then realize the supremum in the
inf-sup condition.
• The norm on the test functions implies a special, “energy” norm for the solution

space.
• With the exact optimal test functions, the method delivers the best approximation

error in the energy norm (independent of the problem being solved).
• In practice, the local variational problems for the optimal test functions are solved

approximately using an enriched space. In this paper, we have used simply poly-
nomials of order p+ 3.
• The resulting global stiffness matrix is always symmetric and positive definite.

This enables use of iterative solvers.

To better understand the properties of the energy norm, we have theoretically ana-
lyzed one-dimensional convection and convection-dominated diffusion problems, specifi-
cally studying the the energy norm and characterizing it in terms of more standard norms.
In particular, we have shown that the method delivers L2 stability for the stress uniformly
in diffusion constant ε. We have performed a number of both 1D and 2D numerical ex-
periments for general hp meshes including 1-irregular grids. All our numerical results are
in accordance with the theory we have so far. Rigorous error analyses in 2D for specific
problems are postponed to future work.

The proposed method displays amazing stability properties on all meshes we experi-
mented with. The proposed methodology is not restricted to standard element shapes
(triangles, quadrilaterals in 2D, tetrahedra, hexahedra, prisms, and pyramids in 3D) and
can be applied, in particular, to general polygons or polyhedra. The formulation enables
the use of hp-adaptivity driven by the energy norm. Our current research focuses on
two topics. We continue studying the convection-dominated diffusion with variable ad-
vection and the interdependence of different norms. Simultaneously, we have started a
study on steady-state laminar compressible Navier-Stokes equations, the very problem
that originated this research.

Appendix A. Proof of Theorem 3.1

Proof of Theorem 3.1. Proof of item 1: To calculate the energy norm, we can use Propo-
sition 2.2. Given any u and qi’s, let the optimal test functions be denoted by tu and tq,
i.e, tu(x) takes the value

∫ xi
x
u(s) if xi−1 < x < xi, and tq(x) is given by

∑n
i=1 qivi where

vi is as in (3.28). Then by Proposition 2.2,

‖(u, q1, . . . , qn)‖2
E = b( (u, q1, . . . , qn), tu + tq).

Simple calculations show that

b( (u, q1, . . . , qn), tu) =
n∑
i=1

∫ xi

xi−1

u2 − qi−1

∫ xi

xi−1

u,
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and

b( (u, q1, . . . , qn), tq) =
n∑
i=1

(qi − qi−1)2

αi

+ (xi − xi−1)q2
i−1 −

∫ xi

xi−1

u qi−1,

and by adding, we obtain (3.29).
Proof of item 2: To prove the inf-sup condition, we first prove a discrete Poincaré

inequality. Since

q`−1 =
`−1∑
j=1

(qj − qj−1),

by Cauchy-Schwarz inequality, we have

q2
`−1 ≤

( `−1∑
j=1

αj

)( `−1∑
j=1

|qj − qj−1|2

αj

)
.

Summing over ` and and increasing the last sum, we obtain the discrete Poincaré inequal-
ity

‖q‖2
h ≤ κ

n∑
j=1

|qj − qj−1|2

αj
. (A.55)

Moreover,

‖u‖2 =
n∑
i=1

∫ xi

xi−1

u2 ≤ 2
n∑
i=1

∫ xi

xi−1

|u− qi−1|2 + |qi−1|2

= 2
n∑
i=1

q2
i−1(xi − xi−1) +

∫ xi

xi−1

|u− qi−1|2

= 2

(
‖q‖2

h +
n∑
i=1

∫ xi

xi−1

|u− qi−1|2
)
.

Thus,

‖u‖2 + ‖q‖2
h ≤ 3‖q‖2

h + 2
n∑
i=1

∫ xi

xi−1

|u− qi−1|2,

from which (3.30) follows after combining with (A.55).
Proof of item 3: We proceed considering the last element (xn−1, xn) first: On this

element, the span of vn and vw for all w ∈ Pp(xn−1, xn) equals Pp+1(xn−1, xn). Using this
and proceeding to the next element on the left, we can inductively prove the statement.

Proof of item 4: From item 3 it follows that the test space is independent of αi. Since
the bilinear form and the trial space are also independent of αi, the solution is independent
of αi.

Proof of item 5: Applying Theorem 2.2, the error between the exact solution (u, q1, . . . , qn)
and the discrete solution (uh, qh,1, . . . , qh,n) satisfies

‖(u, q1, . . . , qn)− (uh, qh,1, . . . , qh,n)‖2
E

≤ ‖(u, q1, . . . , qn)− (wh, φh,1, . . . , φh,n)‖2
E
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for any (wh, φh,1, . . . , φh,n) ∈ Uh. Since φh,i ∈ IR can be chosen to coincide with the exact
fluxes qi ∈ IR,

‖(u, q1, . . . , qn)− (uh, qh,1, . . . , qh,n)‖2
E

≤ inf
wh
‖u− wh‖2.

(A.56)

By item 1, this implies that

n∑
i=1

∣∣(qi − qh,i)− (qi−1 − qh,i−1)
∣∣2

αi
≤ γ inf

wh
‖u− wh‖2.

Choosing all αi = ε for an arbitrarily small ε, and multiplying the above inequality by ε,
we find that the right hand side is O(ε), while by item 4, the left hand side is independent
of ε. Hence the left hand side must vanish, which by the Poincaré inequality (A.55)
implies that qh,i = qi.

Proof of item 6: Returning to (A.56), we find that item 5 implies

‖u− uh‖ ≤ inf
wh
‖u− wh‖

so uh must coincide with the L2 projection of u. �

Some of the statements in Theorem 3.1 can be proved more easily by direct arguments.
Nonetheless, our purpose in the above proof is to illustrate the optimal test function
techniques in perhaps the simplest possible example. Note that if αi is chosen to be
xi−xi−1, then the inf-sup constant in (3.30) can be chosen independent of the meshes {xi}.

Appendix B. Proof of Theorem 4.1

Proof of Theorem 4.1. From the definition of the energy norm (4.45), it is clear that
triangle inequality implies that the numbers∥∥∥∥σ +

1

ε

∫ 1

x

σ − σ̂(0)

∥∥∥∥, ∣∣∣∣1ε
∫ 1

0

σ

∣∣∣∣
are controlled by the energy norm times a constant independent of ε. Let

g(x) := σ(x) +
1

ε

∫ 1

x

σ − σ̂(0), A :=
1

ε

∫ 1

0

σ.

We then solve for σ in terms of g and A as follows. From the definition of g,

σ(x) = e
x−1
ε σ̂(0) + g(x)− 1

ε

∫ 1

x

e
x−s
ε g(s) ds. (B.57)

Integrating both sides from 0 to 1, and dividing by ε, we obtain equation for σ̂(0),

A = (1− e−
1
ε )σ̂(0) +

1

ε

∫ 1

0

e−
s
ε g(s) ds. (B.58)
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Solving for σ̂(0) and substituting into formula (B.57), we get the final formula for σ in
terms of function g and constant A:

σ(x) =
A

(1− e− 1
ε )
e
x−1
ε − e

x−1
ε

ε(1− e− 1
ε )

∫ 1

0

e−
s
ε g(s) ds

+ g(x)− 1

ε

∫ 1

x

e
x−s
ε g(s) ds.

(B.59)

With the help of this formula, we can now estimate the L2-norm of σ in terms of the
energy norm. Each of the four terms in (B.59) can be bounded with ‖g‖ and A with
constants independent of ε. The first three estimates are straightforward and we will
leave them to the reader. The last one is tricky. For this, we first integrate by parts:∫ 1

0

∣∣∣∣ ∫ 1

x

e
x−s
ε g(s) ds

∣∣∣∣2 dx =

∫ 1

0

e
2x
ε

(∫ 1

x

e−
s
ε g(s) ds

)2

dx

=

[
ε

2
e

2x
ε

(∫ 1

x

e−
s
ε g(s) ds

)2
] ∣∣∣∣1

0

+
ε

2

∫ 1

0

e
2x
ε 2

∫ 1

x

e−
s
ε g(s) ds e−

x
ε g(x) dx

= − ε
2

(∫ 1

0

e−
s
ε g(s) ds

)2

+ ε

∫ 1

0

e
x
ε g(x)

∫ 1

x

e−
s
ε g(s) ds dx.

Dropping the first negative term and using the Cauchy-Schwarz inequality, we obtain,∫ 1

0

∣∣∣∣ ∫ 1

x

e
x−s
ε g(s) ds

∣∣∣∣2dx ≤ ε

∫ 1

0

g(x)

∫ 1

x

e
x−s
ε g(s) ds dx

≤
[∫ 1

0

g2(x) dx

] 1
2

[∫ 1

0

(∫ 1

x

e
x−s
ε g(s) ds

)2

dx

] 1
2

.

Subdividing both sides by the last term on the right-hand side, we obtain,[∫ 1

0

(∫ 1

x

e
x−s
ε g(s) ds

)2

dx

] 1
2

≤ ε‖g‖

This leads to the final estimate of the last term,

1

ε2

∫ 1

0

|
∫ 1

x

e
x−s
ε g(s) ds|2 dx ≤ 1

ε2
ε2‖g‖2 = ‖g‖2. (B.60)

Concluding, we have

‖σ‖ ≤ C(‖g‖+ A) (B.61)

where constant C is independent of ε, in other words,

‖σ‖ ≤ C ′‖(σ, σ̂(0), σ̂(1), u)‖E
holds with a C ′ independent of ε.
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To finish, by (B.58),

|σ̂(0)| ≤ 1

1− e− 1
ε

A+ ε−
1
2

[
1− e− 2

ε

2

] 1
2

‖g‖. (B.62)

Estimate (B.62) and the energy norm definition (4.45) imply the final estimates of the
theorem. �

Remark B.1. A straightforward use of the Cauchy-Schwarz inequality on the last term
in (B.59) gives only a suboptimal estimate:∫ 1

0

1

ε2

∣∣∣∣ ∫ 1

x

e
x−s
ε g(s) ds

∣∣∣∣2 dx ≤ 1

ε2

∫ 1

0

∫ 1

x

e
2(x−s)

ε ds

∫ 1

x

|g|2 ds dx

≤ 1

2ε

∫ 1

0

(1− e
2(x−1)

ε ) dx

∫ 1

0

|g|2 dx

≤ 1

2ε

∫ 1

0

|g|2 dx.

Remark B.2. One would like to establish an estimate analogous to (B.61) for the primal
variable u as well. However, for this variable, we are only able to prove a suboptimal
estimate. This is because equation (B.58) seems to yield only a weaker bound for constant
σ̂(0), namely (B.62).

Remark B.3. Notice that the uniform estimate for ‖σ‖ and (4.45) imply a uniform estimate
for

‖u− σ̂(0)‖ ≤ C‖(σ, σ̂(0), σ̂(1), u)‖E
Any degeneracy that may occur in the L2-stability for u must be global in nature due to
the fact that we only have weak control of the constant |σ̂(0)|.
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