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Definition 1 (Conventions and notations in this course). The “base” inner product in a

Hilbert space V (over C or R) under consideration is denoted by (⋅, ⋅)V , or simply (⋅, ⋅) when

no confusion can arise. The corresponding norm is ∥x∥ = (x,x)1/2. If V = CN or RN , then

the base inner product is (x, y) = y∗x. The set of continuous linear operators from V to

another Hilbert space W is denoted by L(V,W ). When V =W , we abbreviate it to L(V ),
and denote its subset of bijective operators by B(V ). An operatorA ∈ L(V ) is self adjoint

if (Ax, y) = (x,Ay) for all x, y ∈ V, and is positive definite if in addition (Ax,x) > 0 for

all 0 ≠ x ∈ V . A self adjoint and positive definite operator M in B(V ) defines another

inner product (x, y)M = (Mx,y) on V and a corresponding norm ∥x∥M = (x,x)1/2
M . (Do

not confuse the different meanings of (⋅, ⋅)S when S is a space and when S is an operator.)

Theorem 2. If A ∈ B(RN) is self adjoint and positive definite and en is the error in the

n-th iterate of the steepest descent algorithm for solving Ax = b, then

∥en∥A ≤ (κ(A) − 1

κ(A) + 1
)
n

∥e0∥A.

where κ(A) = maxσ(A)/minσ(A).

Theorem 3. If A ∈ B(RN) is self adjoint and positive definite and en is the error in the

n-th iterate of the conjugate gradient algorithm for solving Ax = b, then

∥en∥A ≤ 2
⎛
⎝

√
κ(A) − 1

√
κ(A) + 1

⎞
⎠

n

∥e0∥A.

Proposition 4. Suppose A ∈ L(V ) is bounded and self adjoint in (⋅, ⋅). Then its spectrum

σ(A) ⊆ R and both inf σ(A) and supσ(A) are in σ(A). Moreover, for any C0,C1 > 0, the

following are equivalent statements:

(1) C0(x,x) ≤ (Ax,x) ≤ C1(x,x), for all x ∈ V .

(2) C0 ≤ inf σ(A) and supσ(A) ≤ C1.

Proposition 5. Suppose A,B ∈ B(V ) are self adjoint and positive definite in (⋅, ⋅) and

C0,C1 > 0. Then the following are equivalent statements:

(1) For all v ∈ V
C0(B−1v, v) ≤ (Av, v) ≤ C1(B−1v, v).

(2) For all v ∈ V ,

C0(A−1v, v) ≤ (Bv, v) ≤ C1(A−1v, v).
(3) The spectrum of the product BA is real and satisfies

C0 ≤ inf σ(BA) and supσ(BA) ≤ C1.

Exercise 6. Suppose A ∈ L(V ) is self adjoint and positive definite. Then A ∈ B(V ) if and

only if there exists a C0 > 0 such that C0(x,x) ≤ (Ax,x) for all x ∈ V.
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Exercise 7. Suppose A ∈ L(V ) is self adjoint in (⋅, ⋅). Define

ρ(A) = sup
λ∈σ(A)

∣λ∣, ∥A∥ = sup
0≠x∈V

(Ax,Ax)1/2

(x,x)1/2 , r(A) = sup
0≠x∈V

∣(Ax,x)∣
(x,x) .

Prove that ρ(A) = ∥A∥ = r(A).

Definition 8. Given x0, b ∈ V , suppose a sequence xn ∈ V is constructed by the one-step

iteration

xn+1 = J(xn, b) (1)

using a continuous map J ∶ V × V → V .

(1) If J is a linear map on the product space V × V , i.e.,

J(αx + βy,αb + βd) = αJ(x, b) + βJ(y, d)

then (1) is said to be a linear iteration.

(2) Iteration (1) is said to be consistent with the system Ax = b for some A ∈ L(V )
if x is a fixed point in the sense

x = J(x, b).

(3) Iteration (1) is convergent if xn → x in V as n→∞.

Proposition 9. Suppose A ∈ B(V ), b ∈ V , and x = A−1b. For any linear iteration (1) the

following are equivalent statements:

(1) The iteration is consistent with Ax = b.
(2) There is a linear operator E ∈ L(V ) such that the error en = x − xn satisfies

en+1 = Een, ∀n = 0,1, . . . .

(The operator E is called the reducer of the algorithm and Ez = J(z,0).)

(3) There is a linear operator B ∈ L(V ) such that

xn+1 = xn +B(b −Axn), ∀n = 0,1, . . . . (2)

(The operator B is called the iterator and Bb = (I −E)A−1b = J(0, b).)

Proposition 10 (Iterator as a preconditioner). Consider the iteration (2), suppose A

and B are self adjoint in (⋅, ⋅). If A ∈ B(V ) is positive definite and

η = ∥I −BA∥A < 1,

then

(1) B is positive definite,

(2) the iteration (2) is convergent,

(3) the condition number κ(BA) = supσ(BA)
inf σ(BA) satisfies κ(BA) ≤ 1 + η

1 − η ,
(4) the asymptotic convergence rate of the conjugate gradient method for Ax = b pre-

conditioned by B is faster than the rate of convergence of (2).
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Definition 11. Suppose A is self adjoint in (⋅, ⋅). If B is also self adjoint in the same inner

product, then the iteration

un+1 = un +B(b −Aun), ∀n = 0,1, . . . . (3)

is called a symmetric iteration. When B ≠ Bt, we often symmetrize the algorithm by

revising it to compute un+1 from un in these two steps:

un+1/2 = un +B(b −Aun) (4a)

un+1 = un+1/2 +Bt(b −Aun+1/2). (4b)

These two steps define the symmetrization of (2).

Proposition 12. Suppose A ∈ L(V ) is self adjoint. Then iteration (4) defines a consistent

and symmetric linear iteration. Its self adjoint iterator is given by

B̄ = Bt +B −BtAB.

If in addition A ∈ B(V ) is also positive definite, then the reducer satisfies these:

(1) ∥I − B̄A∥A < 1 ⇐⇒ B̄ is in B(V ) and is self adjoint and positive definite.

(2) ρ(I −BA)2 ≤ ρ(I − B̄A) = ∥I − B̄A∥A = ∥I −BA∥2
A = 1 − inf σ(B̄A).

Definition 13. Recall that the Hilbert adjoint of A ∈ L(V,W ) is the operator At ∈ L(W,V )
satisfying (Av,w)W = (v,Atw)V for all v ∈ V and w ∈ W . (This is related but not equal

to the operator dual on Banach spaces.)

Exercise 14. Suppose X and Y are Hilbert and A ∈ L(X,Y ). Prove that the following

are equivalent statements:

(1) A is surjective.

(2) At is injective and ranAt is closed.

(3) There exists an α > 0 such that ∥Aty∥X ≥ α∥y∥Y for all y ∈ Y.
Assumption 15. Suppose V and V̂ are Hilbert spaces with inner products (⋅, ⋅)V and (⋅, ⋅)V̂ ,

resp. Assume that Λ̂ ∈ B(V̂ ) is self adjoint and positive definite in (⋅, ⋅)V̂ and R ∈ L(V̂ , V )
is surjective.

Definition 16. In the setting of Assumption 15, the operator

B2 = RΛ̂−1Rt (5)

is called a two-level or auxiliary space preconditioner.

Assumption 17. Suppose Λ̂ and R are as in Assumption 15 and assume additionally that

there is an A ∈ B(V ), self adjoint and positive definite in (⋅, ⋅)V , and satisfying

(ARv̂,Rv̂)V ≤ CR(Λ̂v̂, v̂)V̂ , ∀v̂ ∈ V̂ .

Assumption 18. Suppose Λ̂ and R are as in Assumption 15 and assume additionally that

we have an operator S ∈ L(V, V̂ ) such that RS = I (where I is the identity on V ) and

CS(Λ̂Sv,Sv)V̂ ≤ (Av, v)V , ∀v ∈ V
for some A ∈ B(V ) that is self adjoint and positive definite in (⋅, ⋅)V .
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Lemma 19. Suppose Assumption 15 holds. Then the two-level operator B2 in (5) is a

bijection in B(V ) and the operator T = Λ̂−1RtB−1
2 ∶ V → V̂ is a continuous right inverse

of R (i.e., RT = I).

Lemma 20. Suppose Assumption 15 holds. Then, for all v ∈ V,

(B−1
2 v, v)V = inf

v̂∈R−1{v}
(Λ̂v̂, v̂)V̂

where the set R−1{v} = {v̂ ∈ V̂ ∶ Rv̂ = v}.

Lemma 21. Assumptions 15 and 17 imply that the B2 in (5) satisfies

(Av, v)V ≤ CR(B−1
2 v, v)V , ∀v ∈ V.

Lemma 22. Assumptions 15 and 18 imply that the B2 in (5) satisfies

CS(B−1
2 v, v)V ≤ (Av, v)V ∀v ∈ V.

Theorem 23 (Fictitious space lemma of Nepomnyaschikh). Suppose Assumptions 15, 17,

and 18 hold. Then B2 = RΛ̂−1Rt satisfies

CS(B−1
2 v, v)V ≤ (Av, v)V ≤ CR(B−1

2 v, v)V , ∀v ∈ V,

and consequently κ(B2A) ≤ CR/CS.

Example 24. Use an enclosing fictitious domain to precondition the Neumann problem.

Corollary 25. Suppose Assumptions 15 and 17 hold with V ⊂ V̂ and with R ∶ V̂ → V

equal to a projection onto V . Then

σ(B2A) ⊆ [1,CR].

Assumption 26 (Subspace correction setting). Let A ∈ B(V ) be self adjoint and positive

definite. Suppose Vi, i = 1, . . . , J , are closed subspaces of the Hilbert space {V, (⋅, ⋅)} and

suppose Λi ∈ B(Vi).

Definition 27. In setting of Assumption 26, let Qi ∶ V → Vi denote the (⋅, ⋅)-orthogonal

projection onto Vi. The operator

Ba =
J

∑
i=1

Λ−1
i Qi (6)

is called the additive preconditioner based on subspaces Vi and operators Λi ∈ B(Vi).

Algorithm 28 (Additive Schwarz Method/Parallel Subspace Correction). Given an ap-

proximation un ∈ V to u = A−1f , compute un+1 as follows:

(1) Project the residual onto Vj and compute rj = Qjr = Qj(f −Aun).
(2) Find εj ∈ Vj by solving Λjεj = rj.

(3) Correct un on each subspace by un+1 = un + ω
J

∑
i=1

εj,

where ω > 0 is a “relaxation” parameter.
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Proposition 29. Suppose Λi are self adjoint. Then Algorithm 28 is a linear symmetric

consistent iteration that can be rewritten as

un+1 = un + ωBa(f −Aun) (7)

whose iterator and reducer are given, respectively, by

ωBa = ω
J

∑
i=1

Λ−1
i Qi, E = I − ωBaA = I − ω (

J

∑
j=1

Tj) , where Tj = Λ−1
j QjA.

Algorithm 30 (Multiplicative Schwarz Method/Successive Subspace Correction). Given

an approximation un ∈ V to u = A−1f , compute un+1 as follows:

(1) Set u
(0)
n = un.

(2) For j = 1, . . . , J do:

(a) Solve for εj ∈ Vj satisfying Λjεj = Qj(f −Au(j−1)
n ).

(b) Compute u
(j)
n = u(j−1)

n + εj.
(3) Set un+1 = u(J)n .

Proposition 31. Algorithm 30 is a linear consistent iteration that can be rewritten as

un+1 = un +Bm(f −Aun),
whose iterator and reducer are given by

Bm = (I −E)A−1, E = (I − TJ)(I − TJ−1)⋯(I − T1). (8)

Definition 32. Bm is called the multiplicative preconditioner based on subspaces Vi
and operators Λi ∈ B(Vi). Also define

B̄m = Bt
m +Bm −Bt

mABm, Aij = QiAIj, Mj = Λtj +Λj −Ajj,
where Ij ∶ Vj → V denotes the natural embedding.

Assumption 33. In the subspace correction setting of Assumption 26, assume further that

V̂ = V1 × V2 ×⋯× VJ with inner product (v̂, ŵ)V̂ = ∑J
j=1([v̂]j, [ŵ]j)V and set R ∶ V̂ → V by

Rv̂ = ∑J
j=1[v̂]j. Write elements of V̂ as column vectors of its Vj-components and write an

operator on V̂ as a matrix of operators on the component spaces, e.g.,

⎡⎢⎢⎢⎢⎢⎣

[v̂]1

⋮
[v̂]J

⎤⎥⎥⎥⎥⎥⎦
≡ v̂ ∈ V̂ , R = [I1 I2 ⋯ IJ] , Rt =

⎡⎢⎢⎢⎢⎢⎣

Q1

⋮
QJ

⎤⎥⎥⎥⎥⎥⎦
.

Continuing in such notations of matrices of operators, set

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

A11 A12 ⋯ A1J

A21 A2,2 A2J

⋮ ⋱ ⋮
AJ1 ⋯ AJ,J−1 AJJ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

, L =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 ⋯ 0

A21 0 ⋮
⋮ ⋱ ⋱ 0

AJ1 ⋯ AJ,J−1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

, D =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

A11 0 ⋯ 0

0 A22 ⋯ 0

⋮ ⋱ ⋮
0 0 ⋯ AJJ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

� = diag(Λ1, . . . , ΛJ), Ba = �−1, Bm = (� + L)−1,

B̄m = Bt + B − BtAB, M = �t + � −D, U = (� + L)t.
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Lemma 34 (Bm and Ba take the form of B2). Suppose Assumptions 26 and 33 hold.

Then A = RtAR is self adjoint in (⋅, ⋅)V̂ and the following identities hold:

Ba = RBaRt

Bm = RBmRt

B̄m = R B̄mRt.

Example 35. The classical Jacobi and Gauss-Seidel iteration for a symmetric positive

definite matrix fits Algorithm 28 with V = RN and Vi = Span(ei).

Lemma 36. Suppose ∑J
j=1 Vj is dense in V and Λi are self adjoint and positive definite.

Then the following are equivalent:

(1) The sum of the subspaces is closed, i.e.,

V =
J

∑
j=1

Vj. (9)

(2) Ba is a bijection on V .

Theorem 37. Suppose Λi are self adjoint and positive definite, Assumption 26 and (9)

hold. Then

(B−1
a v, v) = inf

{∑J
i=1 vi=v}

J

∑
i=1

(Λivi, vi),

where the infimum is taken over all decompositions of form v = v1+v2+⋯+vJ with vi ∈ Vi.

Assumption 38. Suppose Assumption 26 holds and

∥I −Λ−1
i Aii∥Aii

< 1, ∀i = 1, . . . , J.

Lemma 39. Suppose Assumptions 26, 33, 38 and (9) hold. Then B̄m and M are bijections

on V̂ and the following identities hold:

B̄−1
m = UtM−1U,

B̄−1
m = A + (Lt +D − �)tM−1(Lt +D − �).

Theorem 40. Suppose Assumptions 26, 38 and (9) hold. Then B̄m is a self adjoint and

positive definite operator in B(V ), and for all v ∈ V ,

(B̄−1
m v, v) = inf

{∑J
i=1 vi=v}

J

∑
i=1

∥Λtivi +QiA
J

∑
j=i+1

vj∥
2

M−1
i

= ∥v∥2
A + inf

{∑J
i=1 vi=v}

J

∑
i=1

∥QiA(
J

∑
j=i
vj) −Λivi∥

2

M−1
i

where the infimum is taken over all decompositions of form v = v1+v2+⋯+vJ with vi ∈ Vi.

Corollary 41 (XZ identity). Suppose Assumptions 26, 38 and (9) hold. Then

∥(I − TJ)⋯(I − T2)(I − T1)∥2
A = 1 − 1

1 + c0

where

c0 = sup
∥v∥A=1

inf
{∑J

i=1 vi=v}

J

∑
i=1

∥QiA(
J

∑
j=i
vj) −Λivi∥

2

M−1
i

.
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Definition 42. Let Pi ∶ V → Vi be the A-orthogonal projector defined by

(Piv,wi)A = (v,wi)A, ∀wi ∈ Vi
for any self adjoint and positive definite A. Note that AiiPi = QiA.

Corollary 43 (XZ identity for A-orthogonal projectors of a subspace decomposition).

Suppose Vi, i = 1, . . . , J , are closed subspaces of the Hilbert space V satisfying (9) and A

is a self adjoint and positive definite operator in B(V ). Then

∥(I − PJ)⋯(I − P2)(I − P1)∥2
A = 1 − 1

1 + c1

(10)

where

c1 = sup
∥v∥A=1

inf
{∑J

i=1 vi=v}

J

∑
i=1

∥Pi (
J

∑
j=i+1

vj)∥
2

A

.

Definition 44. In the setting of Assumption 26, define

J = [
J

∑
i=1

Pi]A−1, G = [I − (I − PJ)⋯(I − P2)(I − P1)]A−1.

Note that J and G coincides with Ba and Bm, respectively, if we set Λi = Aii for all i.

Condition 45 (Strengthened Cauchy Schwarz inequality). β > 0 is a number such

that for all vi and wi in Vi,

J

∑
i=1

J

∑
j=1

∣ (wi, vj)A∣ ≤ β1/2 (
J

∑
i=1

∥wi∥2
A)

1/2

(
J

∑
j=1

∥vi∥2
A)

1/2

.

Lemma 46. In the subspace correction setting of Assumption 26,

Condition 45 Ô⇒
J

∑
i=1

∥Pi (
J

∑
i=1

vj)∥
2

A

≤ β
J

∑
i=1

∥vi∥2
A, ∀ vi ∈ Vi,

Ô⇒ (Ḡ−1v, v) ≤ β(J −1v, v), ∀v ∈ V,
which also implies (JAv, v)A ≤ β(ḠAv, v)A for all v ∈ V. Here Ḡ = Gt + G − GtAG.

Condition 47 (Stable Decomposition). ∃ α > 0 such that ∀v ∈ V, a decomposition

v =
J

∑
i=1

vi, with vi ∈ Vi,

exists and satisfies
J

∑
i=1

∥vi∥2
A ≤ α∥v∥2

A.

Theorem 48. In the subspace correction setting of Assumption 26, if Conditions 45

and 47 are verified, then

α−1(v, v)A ≤ (JAv, v)A ≤ β1/2(v, v)A,
or equivalently

β−1/2(Av, v) ≤ J −1v, v) ≤ α(Av, v),
for all v ∈ V .
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Exercise 49 (Case of Λi ≠ Aii). Suppose β1 > 0 is a number such that for all vi and wi
in Vi,

J

∑
i=1

J

∑
j=1

∣ (wi, vj)A∣ ≤ β1/2
1 (

J

∑
i=1

∥wi∥2
Λi
)

1/2

(
J

∑
j=1

∥vi∥2
Λi
)

1/2

. (11)

and suppose ∃ α1 > 0 such that ∀v ∈ V, a decomposition v =
J

∑
i=1

vi with vi ∈ Vi exists and

satisfies
J

∑
i=1

∥vi∥2
Λi
≤ α1∥v∥2

A. (12)

Then show that

β
−1/2
1 (Av, v) ≤ (B−1

a v, v) ≤ α1(Av, v), ∀v ∈ V. (13)

Theorem 50. In the subspace correction setting of Assumption 26, if Conditions 45

and 47 are verified, then

∥I − GA∥2
A ≤ 1 − 1

1 + αβ ,

and moreover, for the Jacobi case, setting relaxation parameter ω such that 0 < ω < 2/β1/2,

σ(I − ωJA) ⊆ [−θ, γ] ⊆ (−1,1)

where −θ ≡ 1 − ωβ1/2 ≤ γ ≡ 1 − (ω/α).

Assumption 51 (A setting using Lagrange finite elements). Set V = Lagrange finite element

subspace of H1
0(Ω), of order p ≥ 1, on a simplicial quasiuniform mesh Th (of mesh size h)

subdividing a domain Ω ⊆ Rd, and

(u, v)V = ∫
Ω
uv, (Au, v) = ∫

Ω
gradu ⋅ grad v (14)

for all u, v ∈ V . Let {Ωi ∶ i = 1, . . . , J} be a finite cover of Ω such that each Ω̄i is a union

of elements of Th. Assume that there is a W 1
∞ partition of unity {θi} subordinate to the

covering and suppose Θ > 0 is a number satisfying ∥grad θi∥L∞(Ω) ≤ Θ for all i = 1,2, . . . , J.

Assume that the cover has the limited overlap property: there is an integer r such

that each point of Ω is contained in no more than r of the sets Ωi. Set

Vi = {v ∈ V ∶ supp(v) ⊆ Ωi}, i = 1,2, . . . , J. (15)

Theorem 52. Assumption 51 Ô⇒
(1) Condition 45 holds with β = r2,

(2) Condition 47 also holds: ∃C > 0 independent of h such that ∀v ∈ V , there is a

decomposition v = ∑J
i=1 vi with vi ∈ Vi and

J

∑
i=1

∥vi∥2
A ≤ Cr (Θ2∥v∥2 + ∥v∥2

A) .

Exercise 53. For theA and V set in Assumption 51, prove that there is a mesh-independent

constant C > 0 such that ρ(A) ≤ Ch−2.
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Example 54. Block Gauss-Seidel and Jacobi iterations with the overlapping blocks ob-

tained when Ωi is set to vertex patches.

Definition 55 (Real method of interpolation). If X0 and X1 are normed linear space are

subspaces of a larger linear space, then X ≡ [X0,X1] is called a compatible pair of

spaces. If Y ≡ [Y0, Y1] is also a compatible pair, then two bounded linear operators

Li ∈ L(Xi, Yi), i = 0,1, are called a pair of compatible operators whenever

L0u = L1u ∀u ∈X0 ∩X1.

The K-functional (of Peetre) for the compatible pair X is defined by

K(t, u) = inf
u0+u1=u

(∥u0∥2
X0
+ t2∥u1∥2

X1
)1/2

, ∀u ∈X0 +X1, ∀t > 0.

Define, for 0 < s < 1,

∥u∥Xs = (2s(1 − s)∫
∞

0
t−2sK(t, u)2 dt

t
)

1/2

and define the interpolation space Xs ≡ [X0,X1]s ≡ {u ∈X0 +X1 ∶ ∥u∥Xs <∞}.

Theorem 56. If [X0,X1] is a compatible pair, then for all 0 < s < 1,

X0 ∩X1 ↪ Xs ↪ X0 +X1,

and moreover:

∥u∥Xs ≤ ∥u∥1−s
X0

∥u∥sX1
≤ ∥u∥X0∩X1 ∀u ∈X0 ∩X1,

K(t, u) ≤ ts∥u∥Xs ∀u ∈Xs,

∥u∥X0+X1 ≤ ∥u∥Xs ∀u ∈Xs.

Theorem 57 (Interpolation of operators). Suppose [X0,X1], [Y0, Y1] and Li ∈ L(Xi, Yi),

i = 0,1, are compatible. Then, for all 0 < s < 1, ∃ ! linear operator Ls ∈ L(Xs, Ys) satisfying

Lsu = L0u = L1u ∀u ∈X0 ∩X1.

Moreover, if Ci > 0 are such that

∥Liu∥Yi ≤ Ci∥u∥Xi
, i = 0,1,

then

∥Lsu∥Ys ≤ C1−s
0 Cs

1∥u∥Xs , ∀u ∈Xs.

Fact 58. On any nonempty open Ω ⊆ Rd, d ≥ 1, for all s0, s1 ∈ R,

[Hs0(Ω),Hs1(Ω)]s =Hσ(Ω)

where 0 < s < 1 and σ = (1 − s)s0 + ss1.

Example 59. The error in L2(Ω) projection of functions in Hs(Ω) into the Lagrange finite

element space.
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Lemma 60. Let K02(t, u) denote the K-functional for the compatible pair [L2(Rd),H2(Rd)].
Then, ∀η > 0, η ≠ 1, ∃C > 0 such that

∞
∑
`=−∞

η−`K02(η`, u)2 ≤ C∥u∥2
H1(Rd), ∀u ∈H1(Rd).

The same result holds if Rd is replaced by a bounded open Ω ⊂ Rd with Lipschitz boundary.

Lemma 61 (Stability of the L2 projection in H1). Suppose V is the Lagrange finite

element subspace of H1
0(Ω), of order p ≥ 1 on a quasiuniform mesh Th (of mesh size h)

subdividing a domain Ω ⊂ Rd. Let Qh ∶ L2(Ω) → V denote the L2(Ω) orthogonal projector

into V . Then there is a C > 0 independent of h such that

∥v −Qhv∥L2(Ω) + h∥Qhv∥H1(Ω) ≤ Ch∥v∥H1(Ω), ∀v ∈H1(Ω).

Lemma 62 (Elliptic projection under full regularity). Suppose, in addition to the as-

sumptions of Lemma 61, that Ω is convex. Let Ph ∶ H1(Ω) → V denote the orthogonal

projector in the (A⋅, ⋅) inner product set in (14). Then there is a C > 0 independent of h

such that

∥v − Phv∥L2(Ω) + h∥Phv∥H1(Ω) ≤ Ch∥v∥H1(Ω), ∀v ∈H1(Ω).

Assumption 63 (A setting for Overlapping Schwarz Methods). Suppose Ω is subdivided

by a simplicial quasiuniform “coarse” mesh TH (of mesh size H) with J elements Kj, as

well as by a simplicial quasiuniform “fine” mesh Th that is a refinement of TH (so h≪H).

For each coarse element Kj, set Ωj to be the domain formed by Kj and all its neighboring

elements, i.e., Ω̄j = ⋃{K ∈ TH ∶ K ∩Kj is nonempty}. Set V = Lagrange finite element

space of order p on Th, set (⋅, ⋅), (A⋅, ⋅) by (14) and set Vi by (15) for all i = 1, . . . , J. In

addition, we now also set a coarse space VJ+1 to be the Lagrange finite element space

of order p on the coarse mesh TH .

Definition 64. For the subspace decomposition including the coarse space,

V = V1 + V2 +⋯ + VJ + VJ+1,

define the additive and multiplicative overlapping Schwarz preconditioners by

BOS
a = [

J+1

∑
i=1

Pi]A−1, BOS
m = [I − (I − PJ+1)(I − PJ)⋯(I − P2)(I − P1)]A−1.

Theorem 65 (Uniform preconditioning & convergence of Overlapping Schwarz method).

Assumption 63 Ô⇒ ∃C1,C2 > 0 independent of H and h such that

κ(BOS
a A) ≤ C1,

∥I −BOS
m A∥2

A ≤ 1 − 1

C2

.

Assumption 66 (General geometric multilevel setting). Suppose A ∈ B(V ) be self adjoint

and positive definite and suppose we have a nested sequence of closed subspaces

V1 ⊂ V2 ⊂ ⋯ ⊂ VL ≡ V.
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Furthermore, suppose each Vk has closed subspaces Vk,i such that

Vk =
Jk

∑
i=1

Vk,i. (16)

Definition 67. The decomposition (16) of Vk is often called a micro decomposition of

a multilevel space, while the sum

V = V1 + V2 +⋯ + VL (17)

is called a macro decomposition. Let Qk and Qk,i be the (⋅, ⋅)-projections into Vk and

Vk,i, respectively. Let Pk and Pk,i be (⋅, ⋅)A-projection into Vk and Vk,i, respectively. Let

Ak ∈ B(Vk) be defined by (Akv,w) = (v,w)A for all w ∈ Vk and similarly let Ak,i ∈ B(Vk,i)
be defined by (Ak,iv,w) = (v,w)A for all w ∈ Vk,i. The BPX preconditioner (also

known as the additive multigrid preconditioner) based on the full multilevel subspace

decomposition

V =
L

∑
k=1

Jk

∑
i=1

Vk,i, (18)

is defined by

BBPX = [
L

∑
k=1

Jk

∑
i=1

Pk,i]A−1 =
L

∑
k=1

Jk

∑
i=1

A−1
k,iQk,i.

It is the same as the additive preconditioner Ba (see (6) and Algorithm 28) obtained by

setting the subspaces {Vi} to {Vk,i} and operators {Λi} to {Ak,i}.

Algorithm 68 (The /cycle: un+1 = SlashL(un, f)). We define the map Slashk ∶ Vk×Vk → Vk
for all 1 ≤ k ≤ L, inductively, namely w = Slashk(v, g) is set as follows:

(1) If k = 1, set w = A−1
1 g.

(2) If k > 1, set w = Slashk(v, g) recursively using Slashk−1(⋅, ⋅), as follows:

(a) Set v(0) = v.

(b) For i = 1, . . . , Jk, do:

(i) v(i) = v(i−1) +A−1
k,iQk,i(g −Av(i−1))

(c) Set output w = v(Jk) + Slashk−1(0,Qk−1(g −Av(Jk))).

Exercise 69. Show that un+1 = SlashL(un, f) can be written as un+1 = un +B/cycle(f −Aun)
whereB/cycle is the same as the multiplicative preconditionerBm (see Algorithm 30 and (8))

obtained by setting the subspaces {Vi} to {Vk,i} and operators {Λi} to {Ak,i}.

Assumption 70 (Multilevel Lagrange finite element setting). Suppose a bounded Ω ⊂ Rd

is subdivided by a simplicial quasiuniform mesh T1 (of meshsize h1). Suppose that Tk
(of meshsize hk) for 1 < k ≤ L, is obtained by a uniform refinement of Tk−1. Set Vk to

the linear (p = 1) Lagrange finite element subspace of H1
0(Ω) on Tk. Let Ωk,i denote

the vertex patch composed of all elements of Tk connected to ith vertex of Tk and set

Vk,i = {v ∈ Vk ∶ supp(v) ⊆ Ωk,i}. Finally, set (⋅, ⋅), (A⋅, ⋅) by (14).
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Definition 71. Let H ∈ B(V ) be defined by

(H−1v, v) = inf
∑L

k=1 vk=v

L

∑
k=1

h−2
k (vk, vk),

i.e., H is the same as the additive operator Ba (see Theorem 37) obtained using the macro

decomposition (17) and setting Λkv = h−2
k v for all v ∈ Vk.

Lemma 72. Assumption 70Ô⇒ There are L-independent constants C1,C2 > 0 such that

C1(H−1v, v) ≤ (B−1
BPXv, v) ≤ C2(H−1v, v) ∀v ∈ V.

Lemma 73. Assumption 70Ô⇒ ∃ C1 > 0, and 0 ≤ δ < 1, both independent of {hm}, such

that whenever k ≤ l,
(wk, vl)A ≤ C1δ

l−k∥wk∥A (h−1
l ∥vl∥) , ∀wk ∈ Vk, ∀vl ∈ Vl.

Hence, the condition (11) holds with Λk = h−2
k I and an {hk}-independent β1.

Lemma 74. Suppose Assumption 70 holds and BΩ is Lipschitz. If there is a CΠ > 0 and

linear operators Πk ∶ L2(Ω)→ Vk such that for all k,

∥Πku∥L2(Ω) ≤ CΠ∥u∥L2(Ω) ∀u ∈ L2(Ω), (19a)

∥(I −Πk)v∥L2(Ω) ≤ CΠh2
k∥v∥H2(Ω) ∀v ∈H2(Ω), (19b)

then there is a C > 0, depending only on CΠ , Ω, and h1, such that

L

∑
k=2

h−2
k ∥(Πk −Πk−1)v∥2

L2(Ω) ≤ C∥v∥2
H1(Ω) ∀v ∈H1(Ω).

In particular, since Qk satisfies (19), taking L→∞,
∞
∑
k=2

h−2
k ∥(Qk −Qk−1)v∥2

L2(Ω) ≤ C∥v∥2
H1(Ω) ∀v ∈H1(Ω).

Hence the condition (12) holds with Λk = h−2
k I and an {hk}-independent constant α1.

Theorem 75 (Uniformity of BPX preconditioner). In the setting of Assumption 70,

additionally assume that BΩ is Lipschitz. Then (applying Exercise 49), there are L-

independent positive constants α1 and β1 such that

β
−1/2
1 (Av, v) ≤ (H−1v, v) ≤ α1(Av, v), ∀v ∈ V. (20)

Hence ∃C1 > 0 independent of L such

κ(BBPXA) ≤ C1.

Remark 76. Chain of arguments in regularity-free multigrid theory:

Strengthened Cauchy-Schwarz (11)

for macrodecomposition (17)

Assumption 70
Uniformity of H−1

(see (20))

Uniformity of BBPX

(Theorem 75)

Stable decomposition (12)

for (17) with Λk = h−2k I

Lemma 73

Lemma 74

Lemma 72
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Lemma 77. Assumption 70 Ô⇒ ∃C > 0, depending only on the C1 and δ in Lemma 73,

such that
L

∑
k=1

∥(Pk −Qk)v∥2
A ≤ C

L

∑
k=1

h−2
k ∥(Qk −Qk−1)v∥2

Theorem 78 (Uniform convergence of /cycle). In the setting of Assumption 70, addi-

tionally assume that BΩ is Lipschitz. Then the c1 in the XZ identity (10) for the subspace

decomposition (18) is bounded independent of L and hence

∥I −B/cycleA∥2
A ≤ 1 − 1

1 + c1

.

Remark 79. Ingredients in the proof of Theorem 78:

Assumption 70
XZ identity for the full

multilevel decomposition (18)

Uniform convergence of /cycle

(Theorem 78)

Lemma 77

Lemma 73

Corollary 41

Algorithm 80 (The Vcycle: un+1 = VcycleL(un, f)). Given “smoothers” Sk ∈ L(Vk), for

all 1 ≤ k ≤ L, we define the map Vcyclek ∶ Vk × Vk → Vk inductively. Set w = Vcyclek(v, g)
as follows:

(1) If k = 1, set w = A−1
1 g.

(2) If k > 1, set w = Vcyclek(v, g) recursively:

(a) Pre-smoothing step: v′ = v + Sk(g −Akv).
(b) Coarse correction: v′′ = v′ +Vcyclek−1(0,Qk−1(g −Av′)).
(c) Post-smoothing step: w = v′′ + Stk(g −Akv′′).

Exercise 81. Show that the symmetrization (see Definition 11) of un+1 = SlashL(un, f) is

the Vcycle algorithm with Sk set to G at each Vk.

Proposition 82. Algorithm 80 is a consistent linear iteration whose reducer E ≡ EL is

given recursively by E1 = 0 and

Ek =K∗
k (I − Pk−1 +Ek−1Pk−1)Kk, ∀k > 1,

where Kk = I − SkAk and K∗
k is the (⋅, ⋅)A-adjoint of Kk.

Condition 83 (Regularity & Approximation Property). ∃α0 > 0 such that for all k ≥ 1 and

for all u ∈ Vk,
∥(I − Pk−1)Kku∥2

A ≤ α0 (∥u∥2
A − ∥Kku∥2

A) .
Remark 84. Condition 83 quantifies the following folkloric prerequisite for V-cycle to

work: Errors undamped by smoothing at any refinement level must be well representable

at the next coarser level. Interpret

∥ (I − Pk−1)Kke
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Vk-component of error

after smoothing by Kk

∥2
A ≤ α0 ( ∥e∥2

A − ∥Kke∥2
A´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

quantifies damping of

error e by Kk

).

Clearly, if ∥e∥A ≈ ∥Kke∥ (i.e., if e is left undamped), then the above implies that Kke must

almost be in Vk−1. Condition 83 is usually verified using regularity estimates.
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Theorem 85. In the geometric multilevel setting of Assumption 66, Condition 83 implies

0 ≤ (Ekv, v)A ≤ δ(v, v)A, ∀v ∈ Vk,

with δ = α0

1 + α0

.

Lemma 86. Suppose Vk is finite dimensional and suppose there are constants 0 ≤ θ < 1

and C1 > 0 such that Sk satisfies these properties for all k:

Sk is self adjoint in (⋅, ⋅), (21a)

σ(I − SkAk) ⊆ [−θ,1), (21b)

(S−1
k e, e) ≤ C1(Ae, e), ∀e ∈ (I − Pk−1)Vk. (21c)

Then, Condition 83 holds with α0 = C1 max(1, θ2/(1 − θ)). (Note that (21a) and (21b)

imply that Sk is a bijection, so S−1
k makes sense in (21c).)

Lemma 87. Suppose there is a C1 > 0 such that Sk satisfies these properties for all k:

∥I − SkAk∥A < 1, (22a)

(S̄−1
k e, e) ≤ C1(Ae, e), ∀e ∈ (I − Pk−1)Vk, (22b)

where S̄k = Sk +Stk −StkAkSk (which is a bijection by Proposition 12). Then Condition 83

holds with α0 = C1.

Definition 88. In the setting of Assumption 70 define the Gauss-Seidel smoother

Gk = [I − (I − Pk,Jk)⋯(I − Pk,1)(I − Pk,1)]A−1
k

and the Jacobi smoother

Jk = [
Jk

∑
i=1

Pk,i]A−1
k .

Theorem 89 (Braess-Hackbusch). Suppose Assumption 70 holds and suppose Ω ⊂ Rd is

convex. Set Sk in the Vcycle (Algorithm 80) to be either the Gauss-Seidel smoother Gk
or the damped Jacobi smoother ωJk with 0 < ω < 2/(d + 1). Then there is a 0 < δ < 1

independent of L such that

0 ≤ (Ekv, v)A ≤ δ(v, v)A, ∀v ∈ Vk,
so the Vcycle converges at a rate independent of number of refinements.

Remark 90. Chain of arguments in regularity-based multigrid theory:

Assumption 70

Smoothing properties:

(21a)–(21b) for Sk = ωJk,

(22a) for Sk = Gk

Regularity & Approx-

imation, Condition 83

Uniform Vcycle conv-

ergence (Theorem 89)

Ω is convex

Smoothing properties:

(21c) for Sk = ωJk

(22b) for Sk = Gk

Theorem 50

Theorem
52

Lemma 46

Lemma 62

Lemma 86

Lemma 87

Theorem 85


