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GSCM 575 – Summer 2024
Short Answer Problems -- Homework Week 6
Directions

It is OK to work together on the Homework. Of course, make sure that everyone working together on an assignment is learning the material. Each person still turns in their own homework even if exactly the same as that of other group members. Learning this material well enough to do the homework problems is how you succeed in this course. 
Short-Answer Problems
These concepts can appear on the short-answer part of the tests. As part of this homework, answer the following questions, usually just several sentences that include the definition.
1. What is meant by the term homogeneous group in the context of classification?
2. What is one statistic for assessing homogeneity? What is its range and how is it interpreted?
3. What is the root node of a decision tree? What does it represent?
4. What is a leaf from a decision tree? What does it represent?
5. Consider the following scatterplot as related to forecasting body type according to Gender.

[image: ]
To forecast Gender, would a decision tree algorithm choose the Waist or Shoe feature to make the first split? Why?  About where would the split occur (the decision boundary)? Why?
6. How is it that given a decision tree with enough levels of depth, the model can recover the correct class value (e.g., Gender) with perfect accuracy?
7. When conducting a machine learning analysis, how can the analyst detect overfitting?
8. What is the distinction between a model parameter and a hyper-parameter? Give an example of each.
9. How is hyper-parameter tuning related to fishing? When is OK to do so?
10. A machine learning analyst investigates fit for a decision tree model with 2, 3 and 4 features at depths of 2 and 6, with a 3-fold cross-validation. Show how you obtained each of the answers.
a. How many distinct models are analyzed? 
b. How many analyses are performed? 
c. How many hyper-parameters are investigated?
11. What is the relation of a random forest estimator/model to a decision tree?
12. What is local optimization (such as regarding the decision tree solution)? What is its primary disadvantage?
13. When classifying customers to identify those most likely to churn (exist as a customer), which of the three-classification metrics is the most useful: accuracy, recall, or precision? Why? 
14. What makes machine learning a 21st century technology, as opposed to, say, the 1990's?
15. What is a random forest? How does it improve upon a single decision tree?
Application
Choose a business topic and describe an application of supervised machine learning for decision trees that provides useful information to management. This supervised machine learning model labels a binary, numeric target variable. .  Be specific regarding the variables in the decision tree for your application.


Write between ½ to 1 page. Explain the need for applying a supervised machine learning model, the source of the data, and what the model would accomplish. The application could apply to a real situation or be hypothetical.

For this part of the assignment, work individually. If working in a group, for this part of the assignment, work individually. As before, have one group member turn in the assignment. Other group members turn in just this part of the assignment.
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