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Data

Forecast Weight from Height



Data and Scatterplot



Approximate the best-fitting line  
by trial-and-error

Define "best-fit" by the minimization of the 
sum of the squared errors



Equations of the Worksheet

Fitted Score, y^ from x (Height)

Residual

Residual Squared



Model: b0=0, b1=2;  SSE=14,017



Model: b0=0, b1=3;  SSE=19,667



Model: b0=-50, b1=3;  SSE=6,167



Model: b0=-50, b1=4;  SSE=36,193



Model: b0=-100, b1=4;  SSE=4,893



Model: b0=-100, b1=5;  SSE=59,295



Model: b0=-175, b1=5;  SSE=4,395



Excel Least-Squares Functions

Unlike most machine 
learning methods, least-
Squares solution can be 
solved analytically



Model: Least-Squares;  SSE=4,387



This is roughly how the "gradient descent" 
solution method works for machine learning

Though the actual method simultaneously 
changes all parameter estimates on each 
step to get close to the minimization 



The End


