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5.59 Prove that the algorithm of Example 5.6.7 generates a. beta.(a , b) random variable. 
5.60 Generalize the algorithm of Example 5.6. 7 to apply to any bounded pdf; that is, for 

an arbitrary bounded pdf / ( x) on [a, b}, define c = maxasz~b f (x ) . Let X and Y be 
independent, with X ,.., uniform( a, b) and Y""' uniform(O, c}. Let d be a. number greater 
than b, and define a. new random variable 

W = { X if Y < f (X ) 
d if Y ~ f(X). 

(a. ) Show that P(W ~ w) = J: f(t)dt / [c(b - a )] for a~ w ~ b. 
(b) Using pa.rt (a. ), explain how a. random variable with pdf f (x ) can be generated. 

(Hint: Use a. geometric argument; a. picture will help.) 

7.22 This exercise will prove the assertions in Example 7.2.16, and more. Let Xi, . .. , X n be 
a random sample from a n(B, u 2

) population, and suppose that the prior distribution 
on () is n(µ , -r2 ). Here we assume that u2, µ , and 'f2 are all known. 

(a) Find the joint pdf of X and 0. 
(b) Show that m (x lu 2 , µ 1 -r

2 ) , the marginal distribution of X, is n(µ , ( u 2 / n) + r 2
). 

(c) Show that 7r(O[x, u 2
1 µ 1 -r2

) , the posterior distribution of 0 , is normal with mean 
and variance given by (7.2.10). 

'f,23 If 5 2 is the sample variance based on a. sample of size n from a. normal population, 
we know that ( n - 1) 52 

/ '7
2 has a. x~- 1 distribution. The conjugate prior for '72 is the 

inverted gamma pdf, IG(a, /3), given by 

0 < u2 < oo, 

where o a.nd /3 a.re positive constants. Show that the posterior distribution of '72 is 

IG(a + n;- 1
, [ (n-~ )S

2 + ~t1 ) . Find the mean of this distribution, the Ba.yes estimator 

of c 2
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