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Stat 561 HW 6

3. 18 There is an interesting relationship between negative binomial and gamma random
variables, which may sometimes provide a useful approximation. Let Y be a negative
binomial random variable with parameters r and p, where p is the success probability.
Show that as p — 0, the mgf of the random variable pY converges to that of a gamma
distribution with parameters r and 1.

3.24 Many “named” distributions are special cases of the more common distributions al-
ready discussed. For each of the following named distributions derive the form of the
pdf, verify that it is a pdf, and calculate the mean and variance.

(a) If X ~ exponential(f), then Y = X'/ has the Weibull(7y, 3) distribution, where
-~ > 0 is a constant.

(b) If X ~ exponential(3), then Y = (2X/8)Y? has the Rayleigh distribution.

(c) If X ~ gamma(a, b), then Y = 1/X has the inverted gamma 1G(a, b) distribution.
(This distribution is useful in Bayesian estimation of variances; see Exercise 7.23.)

(d) If X ~ gamma(3, 8), then Y = (X/8)"? has the Mazwell distribution.

(e) If X ~ exponential(1), then ¥ = & — «ylog X has the Gumbel(a,+y) distribution,
where —00 < a < oo and ¥ > 0. (The Gumbel distribution is also known as the
extreme value distribution.)

3.39 Consider the Cauchy family defined in Section 3.3, This family can be extended to a
location-scale family yielding pdfs of the form

1
o (1 + (‘—;ﬁ)g)

The mean and variance do not exist for the Cauchy distribution. So the parameters
p and &2 are not the mean and variance. But they do have important meaning. Show
that if X is & random variable with a Cauchy distribution with parameters u and o,
then:

f(=zlu, o) =

, —00<zT< 00

(8) @ is the median of the distribution of X, that is, P(X > u) = P(X < p) =

(b) p+o and g — o are the quartiles of the distribution of X, that is, P(X > p+a) =

P(X €pu—-0)= %. (Hint: Prove this first for 4 = 0 and & = 1 and then use
Exercise 3.38.)



