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PREFACE

Paul Halmos famously remarked in his beautiful Hilbert Space Problem Book [22] that “The
only way to learn mathematics is to do mathematics.” Halmos is certainly not alone in this belief.
The current set of notes is an activity-oriented companion to the study of functional analysis. It is
intended as a pedagogical companion for the beginner, an introduction to some of the main ideas
in functional analysis, a compendium of problems I think are useful in learning the subject, and an
annotated reading/reference list.

The great majority of the results in beginning functional analysis are straightforward and can
be verified by the thoughtful student. Indeed, that is the main point of these notes—to convince the
beginner that the subject is accessible. In the material that follows there are numerous indicators
that suggest activity on the part of the reader: words such as “proposition”, “example”, “exercise”,
and “corollary”, if not followed by a proof or a reference to a proof, are invitations to verify the
assertions made. Of course, there are a few theorems where, in my opinion, the time and effort
which go into proving them is greater than the benefits derived. In such cases, when I have no
improvements to offer to the standard proofs, instead of repeating them I give references.

These notes were written for a year long course in functional analysis for graduate students at
Portland State University. During the year students are asked to choose, in addition to these notes,
other sources of information for the course, either printed texts or online documents, which suit
their individual learning styles. As a result the material that is intended to be covered during the
Fall quarter, the first 6–8 chapters, is relatively complete. After that, when students have found
other sources they like, the notes become sketchier.

There are of course a number of advantages and disadvantages in consigning a document to
electronic life. One advantage is the rapidity with which links implement cross-references. Hunting
about in a book for lemma 3.14.23 can be time-consuming (especially when an author engages in
the entirely logical but utterly infuriating practice of numbering lemmas, propositions, theorems,
corollaries, and so on, separately). A perhaps more substantial advantage is the ability to correct
errors, add missing bits, clarify opaque arguments, and remedy infelicities of style in a timely
fashion. The correlative disadvantage is that a reader returning to the web page after a short
time may find everything (pages, definitions, theorems, sections) numbered differently. (LATEXis an
amazing tool.) I will change the date on the title page to inform the reader of the date of the last
nontrivial update (that is, one that affects numbers or cross-references).

The most serious disadvantage of electronic life is impermanence. In most cases when a web
page vanishes so, for all practical purposes, does the information it contains. For this reason (and
the fact that I want this material to be freely available to anyone who wants it) I am making use of
a “Share Alike” license from Creative Commons. It is my hope that anyone who finds this material
useful will correct what is wrong, add what is missing, and improve what is clumsy. For more
information on creative commons licenses see http://creativecommons.org/. Concerning the text
itself, please send corrections, suggestions, complaints, and all other comments to the author at

erdman@pdx.edu
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2 PREFACE

Greek Letters

Upper case Lower case English name (approximate pronunciation)

A α Alpha (AL-fuh)
B β Beta (BAY-tuh)
Γ γ Gamma (GAM-uh)
∆ δ Delta (DEL-tuh)
E ε or ε Epsilon (EPP-suh-lon)
Z ζ Zeta (ZAY-tuh)
H η Eta (AY-tuh)
Θ θ Theta (THAY-tuh)
I ι Iota (eye-OH-tuh)
K κ Kappa (KAP-uh)
Λ λ Lambda (LAM-duh)
M µ Mu (MYOO)
N ν Nu (NOO)
Ξ ξ Xi (KSEE)
O o Omicron (OHM-ih-kron)
Π π Pi (PIE)
P ρ Rho (ROH)
Σ σ Sigma (SIG-muh)
T τ Tau (TAU)
Y υ Upsilon (OOP-suh-lon)
Φ φ Phi (FEE or FAHY)
X χ Chi (KHAY)
Ψ ψ Psi (PSEE or PSAHY)
Ω ω Omega (oh-MAY-guh)
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Fraktur Fonts

In these notes Fraktur fonts are used (most often for families of sets and families of operators).
Below are the Roman equivalents for each letter. When writing longhand or presenting material
on a blackboard it is usually best to substitute script English letters.

Fraktur Fraktur Roman
Upper case Lower case Lower Case

A a a
B b b
C c c
D d d
E e e
F f f
G g g
H h h
I i i
J j j
K k k
L l l
M m m
N n n
O o o
P p p
Q q q
R r r
S s s
T t t
U u u
V v v
W w w
X x x
Y y y
Z z z





CHAPTER 1

LINEAR ALGEBRA AND THE SPECTRAL THEOREM

The emphasis in beginning analysis courses is on the behavior of individual (real or complex
valued) functions. In a functional analysis course the focus is shifted to spaces of such functions
and certain classes of mappings between these spaces. It turns out that a concise, perhaps overly
simplistic, but certainly not misleading, description of such material is infinite dimensional linear
algebra. From an analyst’s point of view the greatest triumphs of linear algebra were, for the
most part, theorems about operators on finite dimensional vector spaces (principally Rn and Cn).
However, the vector spaces of scalar-valued mappings defined on various domains are typically
infinite dimensional. Whether one sees the process of generalizing the marvelous results of finite
dimensional linear algebra to the infinite dimensional realm as a depressingly unpleasant string of
abstract complications or as a rich source of astonishing insights, fascinating new questions, and
suggestive hints towards applications in other fields depends entirely on one’s orientation towards
mathematics in general.

In light of the preceding remarks it may be helpful to begin our journey into this new terrain
with a brief review of some of the classical successes of linear algebra. It is not unusual for students
who successfully complete a beginning linear algebra to have at the end only the vaguest idea of
what the course was about. Part of the blame for this may be laid on the many elementary texts
which make an unholy conflation of two quite different, if closely related subjects: the study of
vector spaces and the linear maps between them on the one hand, and inner product spaces and
their linear maps on the other. Vector spaces have none of the geometric/topological notions of
distance or length or perpendicularity or open sets or angle between vectors; there is only addition
and scalar multiplication. Inner product spaces are vector spaces endowed with these additional
structures. Let’s look at them separately.

1.1. Vector Spaces and the Decomposition of Diagonalizable Operators

1.1.1. Convention. In these notes all vector spaces will be assumed to be vector spaces over the
field C of complex numbers (in which case it is called a complex vector space) or the field R of real
numbers (in which case it is a real vector space). No other fields will appear. When K appears it
can be taken to be either C or R. A scalar is a member of K; that is, either a complex number
or a real number.

1.1.2. Definition. The triple (V,+,M) is a (complex) vector space if (V,+) is an Abelian
group and M : C → Hom(V ) is a unital ring homomorphism (where Hom(V ) is the ring of group
homomorphisms on V ).

To check on the meanings of any the terms in the preceding definition, take a look at the first
three sections of the first chapter of my linear algebra notes [14].

1.1.3. Exercise. The definition of vector space found in many elementary texts is something like
the following: a vector space is a set V together with operations of addition and scalar multiplication
which satisfy the following axioms:

(1) if x, y ∈ V , then x+ y ∈ V ;
(2) (x+ y) + z = x+ (y + z) for every x, y, z ∈ V (associativity);
(3) there exists 0 ∈ V such that x+ 0 = x for every x ∈ V (existence of additive identity);
(4) for every x ∈ V there exists −x ∈ V such that x+(−x) = 0 (existence of additive inverses);
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(5) x+ y = y + x for every x, y ∈ V (commutativity);
(6) if α ∈ C and x ∈ V , then αx ∈ V ;
(7) α(x+ y) = αx+ αy for every α ∈ C and every x, y ∈ V ;
(8) (α+ β)x = αx+ βx for every α, β ∈ C and every x ∈ V ;
(9) (αβ)x = α(βx) for every α, β ∈ C and every x ∈ V ; and

(10) 1x = x for every x ∈ V .

Verify that this definition is equivalent to the one given above in 1.1.2.

1.1.4. Definition. A subset M of a vector space V is a vector subspace of V if it is a vector
space under the operations it inherits from V .

1.1.5. Proposition. A nonempty subset of M of a vector space V is a vector subspace of V if and
only if it is closed under addition and scalar multiplication. (That is: if x and y belong to M , so
does x + y; and if x belongs to M and α ∈ K, then αx belongs to M .)

1.1.6. Definition. A vector y is a linear combination of vectors x1, . . . , xn if there exist
scalars α1, . . .αn such that y =

∑n
k=1 αkxk. The linear combination

∑n
k=1 αkxk is trivial if all

the coefficients α1, . . .αn are zero. If at least one αk is different from zero, the linear combination
is nontrivial.

1.1.7. Definition. If A is a nonempty subset of a vector space V , then spanA, the span of A, is
the set of all linear combinations of elements of A.

1.1.8. Definition. A subset A of a vector space is linearly dependent if the zero vector 0
can be written as a nontrivial linear combination of elements of A; that is, if there exist vectors
x1, . . . , xn ∈ A and scalars α1, . . . , αn, not all zero, such that

∑n
k=1 αkxk = 0. A subset of a

vector space is linearly independent if it is not linearly dependent.

Technically, it is a set of vectors that is linearly dependent or independent. Nevertheless, these
terms are frequently used as if they were properties of the vectors themselves. For instance, if
S = {x1, . . . , xn} is a finite set of vectors in a vector space, you may see the assertions “the set S is
linearly independent” and “the vectors x1, . . .xn are linearly independent” used interchangeably.

1.1.9. Definition. A set B of vectors in a vector space V is a Hamel basis for V if it is linearly
independent and spans B.

1.1.10. Proposition. Let A be a linearly independent subset of a vector space V . Then there exists
a Hamel basis for V which contains A.

Hint for proof . Show first that a linearly independent subset of V is a basis for V if and only
if it is a maximal linearly independent subset. Then order the set of linearly independent subsets
of V which contain A by inclusion and apply Zorn’s lemma. (If you are not familiar with Zorn’s
lemma, see section 1.7 of my linear algebra notes [14].)

1.1.11. Corollary. Every vector space has a basis.

1.1.12. Definition. A function T : V →W between vector spaces is linear if T (u+v) = Tu+Tv
for all u, v ∈ V and T (αv) = αTv for all α ∈ K and v ∈ V . Linear functions are frequently
called linear transformations or linear maps. When V = W we say that the linear map T is an
operator on V . Depending on context we denote the identity operator x 7→ x on V by idV or IV
or just I. Recall that if T : V → W is a linear map, then the kernel of T , denoted by kerT , is
T←({0}) := {x ∈ V : Tx = 0}. Also, the range of T , denoted by ranT , is T→(V ) := {Tx : x ∈ V }.

1.1.13. Definition. A linear map T : V → W between vector spaces is invertible (or is an
isomorphism) if there exists a linear map T−1 : W → V such that T−1T = idV and TT−1 = idW .

Recall that if a linear map is invertible its inverse is unique. Recall also that for an operator T
on a finite dimensional vector space the following are equivalent:
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(a) T is an isomorphism;
(b) T is injective;
(c) the kernel of T is {0}; and
(d) T is surjective.

1.1.14. Definition. Two operators R and T on a vector space V are similar if there exists an
invertible operator S on V such that R = STS−1.

1.1.15. Proposition. If V is a vector space, then similarity is an equivalence relation on L(V ).

Let V and W be finite dimensional vector spaces with ordered bases. Suppose that V is n-
dimensional with ordered basis {e1, e2, . . . , en} and W is m-dimensional. Recall from beginning
linear algebra that if T : V → W is linear, then its matrix representation [T ] (taken with respect
to the ordered bases in V and W ) is the m × n-matrix [T ] whose kth column (1 ≤ k ≤ n) is the
column vector Tek in W . The point here is that the action of T on a vector x can be represented
as multiplication of x by the matrix [T ]; that is,

Tx = [T ]x.

Perhaps this equation requires a little interpretation. The left side is the function T evaluated at
x, the result of this evaluation being thought of as a column vector in W ; the right side is an m×n
matrix multiplied by an n× 1 matrix (that is, a column vector). So the asserted equality is of two
m× 1 matrices (column vectors).

1.1.16. Definition. Let V be a finite dimensional vector space and B = {e1, . . . , en} be a basis
for V . An operator T on V is diagonal if there exist scalars α1, . . . , αn such that Tek = αke

k for
each k ∈ Nn. Equivalently, T is diagonal if its matrix representation [T ] = [Tij ] has the property
that Tij = 0 whenever i 6= j.

Asking whether a particular operator on some finite dimensional vector space is diagonal is,
strictly speaking, nonsense. As defined, the operator property of being diagonal is definitely not a
vector space concept. It makes sense only for a vector space for which a basis has been specified.
This important, if obvious, fact seems to go unnoticed in many beginning linear algebra courses,
due, I suppose, to a rather obsessive fixation on Rn in such courses. Here is the relevant vector
space property.

1.1.17. Definition. An operator T on a finite dimensional vector space V is diagonalizable if
there exists a basis for V with respect to which T is diagonal. Equivalently, an operator on a finite
dimensional vector space with basis is diagonalizable if it is similar to a diagonal operator.

1.1.18. Definition. Let M and N be subspaces of a vector space V . If M ∩ N = {0} and
M +N = V , then V is the (internal) direct sum of M and N . In this case we write

V = M ⊕N .

We say that M and N are complementary vector subspaces and that each is a (vector
space) complement of the other. The codimension of the subspace M is the dimension of its
complement N .

1.1.19. Example. Let C = C[−1, 1] be the vector space of all continuous real valued functions
on the interval [−1, 1]. A function f in C is even if f(−x) = f(x) for all x ∈ [−1, 1]; it is odd
if f(−x) = −f(x) for all x ∈ [−1, 1]. Let Co = {f ∈ C : f is odd } and Ce = {f ∈ C : f is even }.
Then C = Co ⊕ Ce.

1.1.20. Proposition. If M is a subspace of a vector space V , then there exists a subspace N of V
such that V = M ⊕N .

1.1.21. Proposition. Let T : V →W be a linear transformation between vector spaces. Then

(a) T has a left inverse if and only if it is injective; and
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(b) T has a right inverse if and only if it is surjective.

1.1.22. Proposition. Let V be a vector space and suppose that V = M⊕N . Then for every v ∈ V
there exist unique vectors m ∈M and n ∈ N such that v = m+ n.

1.1.23. Definition. Let V be a vector space and suppose that V = M ⊕N . We know from 1.1.22
that for each v ∈ V there exist unique vectors m ∈ M and n ∈ N such that v = m + n. Define
a function E

MN
: V → V by E

MN
v = n. The function E

MN
is the projection of V along M

onto N . (Frequently we write E for E
MN

. But keep in mind that E depends on both M and N .)

1.1.24. Proposition. Let V be a vector space and suppose that V = M ⊕N . If E is the projection
of V along M onto N , then

(a) E is linear;
(b) E2 = E (that is, E is idempotent);
(c) ranE = N ; and
(d) kerE = M .

1.1.25. Proposition. Let V be a vector space and suppose that E : V → V is a function which
satisfies

(a) E is linear, and
(b) E2 = E.

Then
V = kerE ⊕ ranE

and E is the projection of V along kerE onto ranE.

It is important to note that an obvious consequence of the last two propositions is that a
function T : V → V from a finite dimensional vector space into itself is a projection if and only if
it is linear and idempotent.

1.1.26. Proposition. Let V be a vector space and suppose that V = M ⊕N . If E is the projection
of V along M onto N , then I − E is the projection of V along N onto M .

As we have just seen, if E is a projection on a vector space V , then the identity operator on
V can be written as the sum of two projections E and I − E whose corresponding ranges form a
direct sum decomposition of the space V = ranE ⊕ ran(I − E). We can generalize this to more
than two projections.

1.1.27. Definition. Suppose that on a vector space V there exist projection operators E1, . . . ,
En such that

(a) IV = E1 + E2 + · · ·+ En and
(b) EiEj = 0 whenever i 6= j.

Then we say that IV = E1 + E2 + · · ·+ En is a resolution of the identity.

1.1.28. Proposition. If IV = E1 +E2 + · · ·+En is a resolution of the identity on a vector space
V , then V =

⊕n
k=1 ranEk.

1.1.29. Example. Let P be the plane in R3 whose equation is x− z = 0 and L be the line whose
equations are y = 0 and x = −z. Let E be the projection of R3 along L onto P and F be the
projection of R3 along P onto L. Then

[E] =

1
2 0 1

2
0 1 0
1
2 0 1

2

 and [F ] =

 1
2 0 −1

2
0 0 0
−1

2 0 1
2

 .
1.1.30. Definition. A complex number λ is an eigenvalue of an operator T on a vector space
V if ker(T − λIV ) contains a nonzero vector. Any such vector is an eigenvector of T associated
with λ and ker(T − λIV ) is the eigenspace of T associated with λ. The set of all eigenvalues of
the operator T is its point spectrum and is denoted by σp(T ).
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If M is an n × n matrix, then det(M − λIn) (where In is the n × n identity matrix) is a
polynomial in λ of degree n. This is the characteristic polynomial of M . A standard way
of computing the eigenvalues of an operator T on a finite dimensional vector space is to find the
zeros of the characteristic polynomial of its matrix representation. It is an easy consequence of
the multiplicative property of the determinant function that the characteristic polynomial of an
operator T on a vector space V is independent of the basis chosen for V and hence of the particular
matrix representation of T that is used.

1.1.31. Example. The eigenvalues of the operator on (the real vector space) R3 whose matrix

representation is

0 0 2
0 2 0
2 0 0

 are −2 and +2, the latter having (both algebraic and geometric)

multiplicity 2. The eigenspace associated with the negative eigenvalue is span{(1, 0,−1)} and the
eigenspace associated with the positive eigenvalue is span{(1, 0, 1), (0, 1, 0)}.

The central fact asserted by the finite dimensional vector space version of the spectral theorem
is that every diagonalizable operator on such a space can be written as a linear combination of
projection operators where the coefficients of the linear combination are the eigenvalues of the
operator and the ranges of the projections are the corresponding eigenspaces. Thus if T is a
diagonalizable operator on a finite dimensional vector space V , then V has a basis consisting of
eigenvectors of T .

Here is a formal statement of the theorem.

1.1.32. Theorem (Spectral Theorem: finite dimensional vector space version). Suppose that T is
a diagonalizable operator on a finite dimensional vector space V . Let λ1, . . . , λn be the (distinct)
eigenvalues of T . Then there exists a resolution of the identity IV = E1 + · · ·+En, where for each
k the range of the projection Ek is the eigenspace associated with λk, and furthermore

T = λ1E1 + · · ·+ λnEn .

Proof. A proof of this theorem can be found in [27] on page 212.

1.1.33. Example. Let T be the operator on (the real vector space) R2 whose matrix representation

is

[
−7 8
−16 17

]
.

(a) The characteristic polynomial for T is c
T

(λ) = λ2 − 10λ+ 9.

(b) The eigenspace M1 associated with the eigenvalue 1 is span{(1, 1)}.
(c) The eigenspace M2 associated with the eigenvalue 9 is span{(1, 2)}.
(d) We can write T as a linear combination of projection operators. In particular,

T = 1 · E1 + 9 · E2 where [E1] =

[
2 −1
2 −1

]
and [E2] =

[
−1 1
−2 2

]
.

(e) Notice that the sum of [E1] and [E2] is the identity matrix and that their product is the
zero matrix.

(f) The matrix S =

[
1 1
1 2

]
diagonalizes [T ]. That is, S−1 [T ]S =

[
1 0
0 9

]
.

(g) A matrix representing
√
T is

[
−1 2
−4 5

]
.

1.1.34. Exercise. Let T be the operator on R3 whose matrix representation is

 2 0 0
−1 3 2
1 −1 0

.

(a) Find the characteristic and minimal polynomials of T .
(b) What can be concluded from the form of the minimal polynomial?
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(c) Find a matrix which diagonalizes T . What is the diagonal form of T produced by this
matrix?

(d) Find (the matrix representation of)
√
T .

1.1.35. Definition. A vector space operator T is nilpotent if Tn = 0 for some n ∈ N.

An operator on a finite dimensional vector space need not be diagonalizable. If it is not, how
close to diagonalizable is it? Here is one answer.

1.1.36. Theorem. Let T be an operator on a finite dimensional vector space V . Suppose that the
minimal polynomial for T factors completely into linear factors

mT (x) = (x− λ1)r1 . . . (x− λk)rk

where λ1, . . . λk are the (distinct) eigenvalues of T . For each j let Wj = ker(T − λjI)rj and Ej be
the projection of V onto Wj along W1 + · · ·+Wj−1 +Wj+1 + · · ·+Wk. Then

V = W1 ⊕W2 ⊕ · · · ⊕Wk,

each Wj is invariant under T , and I = E1 + · · ·+ Ek. Furthermore, the operator

D = λ1E1 + · · ·+ λkEk

is diagonalizable, the operator
N = T −D

is nilpotent, and N commutes with D.

Proof. See [27], pages 222–223.

1.1.37. Definition. Since, in the preceding theorem, T = D + N where D is diagonalizable and
N is nilpotent, we say that D is the diagonalizable part of T and N is the nilpotent part
of T .

1.1.38. Exercise. Let T be the operator on R3 whose matrix representation is

3 1 −1
2 2 −1
2 2 0

.

(a) Find the characteristic and minimal polynomials of T .
(b) Find the eigenspaces of T .
(c) Find the diagonalizable part D and nilpotent part N of T .
(d) Find a matrix which diagonalizes D. What is the diagonal form of D produced by this

matrix?
(e) Show that D commutes with N .

1.2. Normal Operators on an Inner Product Space

1.2.1. Definition. Let V be a vector space. A function s which associates to each pair of vectors
x and y in V a scalar s(x, y) is an semi-inner product on V provided that for every x, y, z ∈ V
and α ∈ K the following four conditions are satisfied:

(a) s(x+ y, z) = s(x, z) + s(y, z);
(b) s(αx, y) = αs(x, y);

(c) s(x, y) = s(y, x); and
(d) s(x, x) ≥ 0.

If, in addition, the function s satisfies

(e) For every nonzero x in V we have s(x, x) > 0.

then s is an inner product on V . We will usually write the inner product of two vectors x and
y as 〈x, y〉 rather than s(x, y).
The overline in (c) denotes complex conjugation (so is redundant in the case of a real vector space).
Conditions (a) and (b) show that a semi-inner product is linear in its first variable. Conditions (a)
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and (b) of proposition 1.2.3 say that a complex inner product is conjugate linear in its second
variable. When a scalar valued function of two variables on a complex semi-inner product space is
linear in one variable and conjugate linear in the other, it is often called sesquilinear. (The prefix
“sesqui-” means “one and a half”.) We will also use the term sesquilinear for a bilinear function
on a real semi-inner product space. Taken together conditions (a)–(d) say that the inner product
is a positive definite conjugate symmetric sesquilinear form.

1.2.2. Notation. If V is a vector space which has been equipped with an semi-inner product and
x ∈ V we introduce the abbreviation

‖x‖ :=
√
s(x, x)

which is read the norm of x or the length of x. (This somewhat optimistic terminology is justified,
at least when s is an inner product, in proposition 1.2.16 below.)

1.2.3. Proposition. If x, y, and z are vectors in a space with semi-inner product s and α ∈ K,
then

(a) s(x, y + z) = s(x, y) + s(x, z),
(b) s(x, αy) = αs(x, y), and
(c) s(x, x) = 0 if and only if x = 0.

1.2.4. Example. For vectors x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) belonging to Kn define

〈x, y〉 =

n∑
k=1

xkyk .

Then Kn is an inner product space.

1.2.5. Example. Let l2 be the set of all square summable sequences of complex numbers. (A
sequence x = (xk)

∞
k=1 is square summable if

∑∞
k=1|xk|2 <∞.) (The vector space operations are

defined pointwise.) For vectors x = (x1, x2, . . . ) and y = (y1, y2, . . . ) belonging to l2 define

〈x, y〉 =

∞∑
k=1

xkyk .

Then l2 is an inner product space. (It must be shown, among other things, that the series in the
preceding definition actually converges.)

1.2.6. Example. For a < b let C([a, b]) be the family of all continuous complex valued functions
on the interval [a, b]. For every f , g ∈ C([a, b]) define

〈f, g〉 =

∫ b

a
f(x)g(x) dx.

Then C([a, b]) is an inner product space.

Here is the single most useful fact about semi-inner products. It is an inequality attributed
variously to Cauchy, Schwarz, Bunyakowsky, or combinations of the three.

1.2.7. Theorem. Let s be a semi-inner product defined on a vector space V . Then Schwarz
inequality

|s(x, y)| ≤ ‖x‖ ‖y‖.
holds for all vectors x and y.

Hint for proof . Fix x, y ∈ V . For every α ∈ K we know that

0 ≤ s(x− αy, x− αy). (1.1)

Expand the right hand side of (1.1) into four terms and write s(y, x) in polar form: s(y, x) = reiθ,
where r > 0 and θ ∈ R. Then in the resulting inequality consider those α of the form e−iθt where
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t ∈ R. Notice that now the right side of (1.1) is a quadratic polynomial in t. What can you say
about its discriminant?

1.2.8. Proposition. Let V be a vector space with semi-inner product s and let z ∈ V . Then
s(z, z) = 0 if and only if s(z, y) = 0 for all y ∈ V .

1.2.9. Proposition. Let V be a vector space on which a semi-inner product s has been defined.
Then the set L := {z ∈ V : s(z, z) = 0} is a vector subspace of V and the quotient vector space V/L
can be made into an inner product space by defining

〈 [x], [y] 〉 := s(x, y)

for all [x], [y] ∈ V/L.

The next proposition shows that an inner product is continuous in its first variable. Conjugate
symmetry then guarantees continuity in the second variable.

1.2.10. Proposition. If (xn) is a sequence in an inner product space V which converges to a vector
a ∈ V , then 〈xn, y〉 → 〈a, y〉 for every y ∈ V .

1.2.11. Example. If (ak) is a square summable sequence of real numbers, then the series
∑∞

k=1 k
−1ak

converges absolutely.

1.2.12. Exercise. Let 0 < a < b.

(a) If f and g are continuous real valued functions on the interval [a, b], then(∫ b

a
f(x)g(x) dx

)2

≤
∫ b

a

(
f(x)

)2
dx ·

∫ b

a

(
g(x)

)2
dx.

(b) Use part (a) to find numbers M and N (depending on a and b) such that

M(b− a) ≤ ln

(
b

a

)
≤ N(b− a).

(c) Use part (b) to show that 2.5 ≤ e ≤ 3.

Hint for proof . For (b) try f(x) =
√
x and g(x) =

1√
x

. Then try f(x) =
1

x
and g(x) = 1. For

(c) try a = 1 and b = 3. Then try a = 2 and b = 5.

1.2.13. Definition. Let V be a vector space. A function ‖ ‖ : V → R : x 7→ ‖x‖ is a norm on V
if

(a) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ for all x, y ∈ V ;
(b) ‖αx‖ = |α| ‖x‖ for all x ∈ V and α ∈ K; and
(c) if ‖x‖ = 0, then x = 0.

The expression ‖x‖ may be read as “the norm of x” or “the length of x”. If the function ‖ ‖
satisfies (a) and (b) above (but perhaps not (c)) it is a seminorm on V .

A vector space on which a norm has been defined is a normed linear space (or normed
vector space). A vector in a normed linear space which has norm 1 is a unit vector.

1.2.14. Exercise. Show why it is clear from the definition that ‖0‖ = 0 and that norms (and
seminorms) can take on only positive values.

1.2.15. Example. Let C(X) be the family of all continuous complex valued functions on a compact
Hausdorff space X. Under the uniform norm

‖f‖u := sup{|f(x)| : 0 ≤ x ≤ 1}
C(X) is a normed linear space. If the space X is not compact we can make the set Cb(X) of all
bounded continuous complex valued functions on X into a normed linear space in the same way.
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Every inner product space is a normed linear space.

1.2.16. Proposition. Let V be an inner product space. The map x 7→ ‖x‖ defined on V in 1.2.2
is a norm on V .

Every normed linear space is a metric space. More precisely, a norm on a vector space induces
a metric d, which is defined by d(x, y) = ‖x− y‖. That is, the distance between two vectors is the
length of their difference.

y
//

??

x

__

x−y

If no other metric is specified we always regard a normed linear space as a metric space under
this induced metric. Thus every metric (and hence every topological) concept makes sense in a
(semi)normed linear space.

1.2.17. Proposition. Let V be a normed linear space. Define d : V ×V → R by d(x, y) = ‖x−y‖.
Then d is a metric on V . If V is only a seminormed space, then d is a pseudometric.

When there is a topology on a vector space, in particular in normed linear spaces, we reserve
the word “operator” for those linear mappings from the space into itself which are continuous. We
are usually not made aware of this conflicting terminology in elementary linear algebra because that
subject focuses primarily on finite dimensional vector and inner product spaces where the question
is moot: on finite dimensional normed linear spaces all linear maps are automatically continuous
(see proposition 3.3.6).

1.2.18. Definition. An operator on a normed linear space V is a continuous linear map from
V into itself. (Notice the difference between this definition and the one in 1.1.12.)

1.2.19. Definition. Vectors x and y in an inner product space V are orthogonal (or perpen-
dicular) if 〈x, y〉 = 0. In this case we write x ⊥ y. Subsets A and B of V are orthogonal if
a ⊥ b for every a ∈ A and b ∈ B. In this case we write A ⊥ B.

1.2.20. Definition. If M and N are subspaces of an inner product space V we use the notation
V = M ⊕N to indicate not only that V is the (vector space) direct sum of M and N but also that
M and N are orthogonal. Thus we say that V is the (internal) orthogonal direct sum of M
and N .

1.2.21. Proposition. Let a be a vector in an inner product space V . Then a ⊥ x for every x ∈ V
if and only if a = 0.

1.2.22. Proposition. In an inner product space x ⊥ y if and only if ‖x+ αy‖ = ‖x− αy‖ for all
scalars α.

1.2.23. Proposition (The Pythagorean theorem). If x ⊥ y in an inner product space, then

‖x+ y‖2 = ‖x‖2 + ‖y‖2 .

1.2.24. Definition. Let V and W be inner product spaces. For (v, w) and (v′, w′) in V ×W and
α ∈ C define

(v, w) + (v′, w′) = (v + v′, w + w′)

and

α(v, w) = (αv, αw) .
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This results in a vector space, which is the (external) direct sum of V and W . To make it into an
inner product space define

〈(v, w), (v′, w′)〉 = 〈v, v′〉+ 〈w,w′〉.
This makes the direct sum of V and W into an inner product space. It is the (external orthog-
onal) direct sum of V and W and is denoted by V ⊕W .

Notice that the same notation ⊕ is used for both internal and external direct sums and for both
vector space direct sums (see definition 1.1.18) and orthogonal direct sums. So when we see the
symbol V ⊕W it is important to know which category we are in: vector spaces or inner product
spaces, especially as it is common practice to omit the word “orthogonal” as a modifier to “direct
sum” even in cases when it is intended.

1.2.25. Example. In R2 let M be the x-axis and L be the line whose equation is y = x. If we
think of R2 as a (real) vector space, then it is correct to write R2 = M ⊕ L. If, on the other
hand, we regard R2 as a (real) inner product space, then R2 6= M ⊕ L (because M and L are not
perpendicular).

1.2.26. Proposition. Let V be an inner product space. The inner product on V , regarded as a
map from V ⊕ V into C, is continuous. So is the norm, regarded as a map from V into R.

Concerning the proof of the preceding proposition, notice that the maps (v, v′) 7→ ‖v‖ + ‖v′‖,
(v, v′) 7→

√
‖v‖2 + ‖v′‖2, and (v, v′) 7→ max{‖v‖, ‖v′‖} are all norms on V ⊕ V . Which one is

induced by the inner product on V ⊕V ? Why does it not matter which one we use in proving that
the inner product is continuous?

1.2.27. Proposition (The parallelogram law). If x and y are vectors in an inner product space,
then

‖x+ y‖2 + ‖x− y‖2 = 2‖x‖2 + 2‖y‖2 .

While every inner product induces a norm not every norm comes from an inner product.

1.2.28. Example. There is no inner product on space C([0, 1]) which induces the uniform norm.

Hint for proof . Use the preceding proposition.

1.2.29. Proposition (The polarization identity). If x and y are vectors in a complex inner product
space, then

〈x, y〉 = 1
4(‖x+ y‖2 − ‖x− y‖2 + i ‖x+ iy‖2 − i ‖x− iy‖2) .

What is the correct identity for a real inner product space?

1.2.30. Notation. Let V be an inner product space, x ∈ V , and A, B ⊆ V . If x ⊥ a for every
a ∈ A, we write x ⊥ A; and if a ⊥ b for every a ∈ A and b ∈ B, we write A ⊥ B. We define
A⊥, the orthogonal complement of A, to be {x ∈ V : x ⊥ A}. Since the phrase “orthogonal
complement of A” is a bit unwieldy, especially when used repeatedly, the symbol “A⊥” is usually

pronounced “A perp”. We write A⊥⊥ for
(
A⊥
)⊥

.

1.2.31. Proposition. If A is a subset of an inner product space V , then A⊥ is a closed linear
subspace of V .

1.2.32. Proposition (Gram-Schmidt orthonormalization). If (vk) is a linearly independent se-
quence in an inner product space V , then there exists an orthonormal sequence (ek) in V such that
span{v1, . . . , vn} = span{e1, . . . , en} for every n ∈ N.

1.2.33. Corollary. If M is a subspace of a finite dimensional inner product space V , then V =
M ⊕M⊥.

It will be convenient to say of sequences that they eventually have a certain property or that
they frequently have that property.
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1.2.34. Definition. Let (xn) be a sequence of elements of a set S and P be some property that
members of S may possess. We say that the sequence (xn) eventually has property P if there
exists n0 ∈ N such that xn has property P for every n ≥ n0. (Another way to say the same thing:
xn has property P for all but finitely many n.)

1.2.35. Example. Denote by lc the vector space consisting of all sequences of complex num-
bers which are eventually zero; that is, the set of all sequences with only finitely many nonzero
entries. They are also referred to as the sequences with finite support. The vector space op-
erations are defined pointwise. We make the space lc into an inner product space by defining
〈a, b〉 = 〈 (an), (bn) 〉 :=

∑∞
k=1 anbn.

1.2.36. Definition. Let (xn) be a sequence of elements of a set S and P be some property that
members of S may possess. We say that the sequence (xn) frequently has property P if for
every k ∈ N there exists n ≥ k such that xn has property P . (An equivalent formulation: xn has
property P for infinitely many n.)

1.2.37. Example. Let V = l2 be the inner product space of all square-summable sequences of
complex numbers (see example 1.2.5) and M = lc (see example 1.2.35). Then the conclusion
of 1.2.33 fails.

1.2.38. Definition. A linear functional on a vector space V is a linear map from V into its
scalar field. The set of all linear functionals on V is the (algebraic) dual space of V . We will
use the notation V # for the algebraic dual space.

1.2.39. Theorem (Riesz-Fréchet Theorem). If f ∈ V # where V is a finite dimensional inner
product space, then there exists a unique vector a in V such that

f(x) = 〈x, a〉
for all x in V .

We will prove shortly (in 4.6.2)that every continuous linear functional on an arbitrary inner
product space has the above representation. The finite dimensional version stated here is a spe-
cial case, since every linear map on a finite dimensional inner product space is continuous (see
proposition 3.3.6).

1.2.40. Definition. Let T : V → W be a linear transformation between complex inner product
spaces. If there exists a function T ∗ : W → V which satisfies

〈Tv,w〉 = 〈v, T ∗w〉
for all v ∈ V and w ∈ W , then T ∗ is the adjoint (or conjugate transpose, or Hermitian
conjugate) of T .

1.2.41. Proposition. If T : V → W is a linear map between finite dimensional inner product
spaces, then T ∗ exists.

Hint for proof . The functional φ : V ×W → C : (v, w) 7→ 〈Tv,w〉 is sesquilinear. Fix w ∈ W
and define φw : V → C : v 7→ φ(v, w). Then φw ∈ V #. Use the Riesz-Fréchet theorem (1.2.39).

1.2.42. Proposition. If T : V → W is a linear map between finite dimensional inner product
spaces, then the function T ∗ defined above is linear and T ∗∗ = T .

1.2.43. Theorem (The fundamental theorem of linear algebra). If T : V → W is a linear map
between finite dimensional inner product spaces, then

kerT ∗ = (ranT )⊥ and ranT ∗ = (kerT )⊥ .

1.2.44. Definition. An operator U on an inner product space is unitary if UU∗ = U∗U = I,
that is if U∗ = U−1.
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1.2.45. Definition. Two operators R and T on an inner product space V are unitarily equiv-
alent if there exists a unitary operator U on V such that R = U∗TU .

1.2.46. Proposition. If V is an inner product space, then unitary equivalence is in fact an equiv-
alence relation on L(V ).

1.2.47. Definition. An operator T on a finite dimensional inner product space V is unitarily
diagonalizable if there exists an orthonormal basis for V with respect to which T is diagonal.
Equivalently, an operator on a finite dimensional inner product space with basis is diagonalizable
if it is unitarily equivalent to a diagonal operator.

1.2.48. Definition. An operator T on an inner product space is self-adjoint (or Hermitian)
if T ∗ = T .

1.2.49. Definition. A projection P in an inner product space is an orthogonal projection if
it is self-adjoint. If M is the range of an orthogonal projection we will adopt the notation P

M
for

the projection rather than the more cumbersome E
M⊥M

.

CAUTION. A projection on a vector space or a normed linear space is linear and idempotent,
while an orthogonal projection on an inner product space is linear, idempotent, and self-adjoint.
This otherwise straightforward situation is somewhat complicated by a common tendency to refer to
orthogonal projections simply as “projections”. In fact, later in these notes we will adopt this very
convention. In inner product spaces ⊕ usually indicates orthogonal direct sum and “projection”
usually means “orthogonal projection”. In many elementary linear algebra texts, where everything
happens in Rn, it can be quite exasperating trying to divine whether on any particular page the
author is treating Rn as a vector space or as an inner product space.

1.2.50. Proposition. If P is an orthogonal projection on an inner product space V , then we have
the orthogonal direct sum decomposition V = kerP ⊕ ranP .

1.2.51. Definition. If IV = P1 + P2 + · · ·+ Pn is a resolution of the identity in an inner product
space V and each Pk is an orthogonal projection, then we say that I = P1 + P2 + · · · + Pn is an
orthogonal resolution of the identity.

1.2.52. Proposition. If IV = P1 +P2 + · · ·+Pn is an orthogonal resolution of the identity on an
inner product space V , then V =

⊕n
k=1 ranPk.

1.2.53. Definition. An operator N on an inner product space is normal if NN∗ = N∗N .

Two great triumphs of linear algebra are the spectral theorem for operators on a (complex) finite
dimensional inner product space (see 1.2.54), which gives a simply stated necessary and sufficient
condition for an operator to be unitarily diagonalizable, and theorem 1.2.55, which gives a complete
classification of those operators.

1.2.54. Theorem (Spectral Theorem for Finite Dimensional Complex Inner Product Spaces).
Let T be an operator on a finite dimensional inner product space V with (distinct) eigenvalues
λ1, . . . , λn. Then T is unitarily diagonalizable if and only if it is normal. If T is normal, then there
exists an orthogonal resolution of the identity IV = P1 + · · ·+Pn, where for each k the range of the
orthogonal projection Pk is the eigenspace associated with λk, and furthermore

T = λ1P1 + · · ·+ λnPn .

Proof. See [39], page 227.

1.2.55. Theorem. Two normal operators on a finite dimensional inner product space are unitarily
equivalent if and only if they have the same eigenvalues each with the same multiplicity; that is, if
and only if they have the same characteristic polynomial.

Proof. See [27], page 357.
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Much of the remainder of this course is about the definitely nontrivial adventure of finding
appropriate generalizations of the preceding two results to the infinite dimensional setting and the
astonishing landscapes which come into view along the way.

1.2.56. Exercise. Let N =
1

3

4 + 2i 1− i 1− i
1− i 4 + 2i 1− i
1− i 1− i 4 + 2i

.

(a) The matrix N is normal.

(b) Thus according to the spectral theorem N can be written as a linear combination of or-
thogonal projections. Explain clearly how to do this (and carry out the computation).





CHAPTER 2

A VERY BRIEF DIGRESSION ON THE LANGUAGE OF
CATEGORIES

In mathematics we study things (objects) and certain mappings between them (morphisms).
To mention just a few, sets and functions, groups and homomorphisms, topological spaces and
continuous maps, vector spaces and linear transformations, and Hilbert spaces and bounded linear
maps. These examples come from different branches of mathematics—set theory, group theory,
topology, linear algebra, and functional analysis, respectively. But these different areas have many
things in common: in many field terms like product, coproduct, subobject, quotient, pullback,
isomorphism, and projective limit appear. Category theory is an attempt to unify and formalize
some of these common concepts. In a sense, category theory is the study of what different branches
of mathematics have in common. Perhaps a better description is: categorical language tells us
“how things work”, not “what they are”.

In these notes, indeed any text at this level, ubiquitously uses the language of sets without
assuming a detailed prior study of axiomatic set theory. Similarly, we will cheerfully use the
language of categories without first embarking on a foundationally satisfactory study of category
theory (which itself is a large and important area of research). Sometimes textbooks make learning
even the language of categories challenging by leaning heavily on one’s algebraic background. Just
as most people are comfortable using the language of sets (whether or not they have made a serious
study of set theory), nearly everyone should find the use of categorical language both convenient
and enlightening without elaborate prerequisites.

For those who wish to delve more deeply into the subject I can recommend a very gentle entrée
to the world of categories which appears as Chapter 3 of Semadeni’s beautiful book [43]. A classic
text written by one of the founders of the subject is [31]. A more recent text is [32].

By pointing to unifying principles the language of categories often provides striking insight into
“the way things work” in mathematics. Equally importantly, one gains in efficiency by not having
to go through essentially the same arguments over and over again in just slightly different contexts.

For the minute we do little more than define “object” and “morphism”, and give a few examples.

2.1. Objects and Morphisms

2.1.1. Definition. Let A be a class, whose members we call objects. For every pair (S, T ) of
objects we associate a set Mor(S, T ), whose members we call morphisms (or arrows) from S to
T . We assume that Mor(S, T ) and Mor(U, V ) are disjoint unless S = U and T = V .

We suppose further that there is an operation ◦ (called composition) that associates with
every α ∈Mor(S, T ) and every β ∈Mor(T,U) a morphism β ◦ α ∈Mor(S,U) in such a way that:

(a) γ ◦ (β ◦ α) = (γ ◦ β) ◦ α whenever α ∈Mor(S, T ), β ∈Mor(T,U), and γ ∈Mor(U, V );
(b) for every object S there is a morphism IS ∈ Mor(S, S) satisfying α ◦ IS = α whenever

α ∈Mor(S, T ) and IS ◦ β = β whenever β ∈Mor(R,S).

Under these circumstances the class A, together with the associated families of morphisms, is a
category.

We will reserve the notation S
α // T for a situation in which S and T are objects in some

category and α is a morphism belonging to Mor(S, T ). As is the case with groups and vector spaces
we usually omit the composition symbol ◦ and write βα for β ◦ α.

19
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2.1.2. Example. The category SET has sets for objects and functions (maps) as morphisms.

2.1.3. Example. The category AbGp has Abelian groups for objects and group homomorphisms
as morphisms.

2.1.4. Example. The category VEC has vector spaces for objects and linear transformations as
morphisms.

2.1.5. Example. The category TOP has topological spaces for objects and continuous functions
as morphisms.

2.1.6. Definition. Let (A,+,M) be a vector space over K which is equipped with another binary
operation A×A→ A where (x, y) 7→ x · y in such a way that (A,+, · ) is a ring. (The notation x · y
is usually shortened to xy.)If additionally the equations

α(xy) = (αx)y = x(αy) (2.1)

hold for all x, y ∈ A and α ∈ K, then (A,+,M, · ) is an algebra over the field K (sometimes
referred to as a linear associative algebra). We abuse terminology in the usual way by writing
such things as, “Let A be an algebra.” We say that an algebra A is unital if its underlying ring
(A,+, · ) has a multiplicative identity; that is, if there exists an element 1A 6= 0 in A such that
1A · x = x · 1A = x for all x ∈ A. And it is commutative if its ring is; that is, if xy = yx for all
x, y ∈ A.

A subset B of an algebra A is a subalgebra of A if it is an algebra under the operations it
inherits from A. A subalgebra B of a unital algebra A is a unital subalgebra if it contains the
multiplicative identity of A.

CAUTION. To be a unital subalgebra it is not enough for B to have a multiplicative identity
of its own; it must contain the identity of A. Thus, an algebra can be both unital and a subalgebra
of A without being a unital subalgebra of A.

A map f : A → B between algebras is an (algebra) homomorphism if it is a linear map
between A and B as vector spaces which preserves multiplication (that is, f(xy) = f(x)f(y) for
all x, y ∈ A). In other words, an algebra homomorphism is a linear ring homomorphism. It is a
unital (algebra) homomorphism if it preserves identities; that is, if both A and B are unital
algebras and f(1A) = 1B. The kernel of an algebra homomorphism f : A → B is, of course,
{a ∈ A : f(a) = 0}.

If f−1 exists and is also an algebra homomorphism, then f is an isomorphism from A to B.
If an isomorphism from A to B exists, then A and B are isomorphic.

2.1.7. Example. The category ALG has algebras for objects and algebra homomorphisms for
morphisms.

The preceding examples are examples of concrete categories—that is, categories in which the
objects are sets (together, usually, with additional structure) and the morphism are functions
(usually preserving this extra structure). In these notes the categories of interest to us are concrete
ones. Here (for those who are curious) is a more formal definition of concrete category.

2.1.8. Definition. A category A together with a function | | which assigns to each object A in A
a set |A| is a concrete category if the following conditions are satisfied:

(a) every morphism A
f //B is a function from |A| to |B|;

(b) each identity morphism IA in A is the identity function on |A|; and

(c) composition of morphisms A
f //B and B

g //C agrees with composition of the functions
f : |A| → |B| and g : |B| → |C|.

If A is an object in a concrete category A, then |A| is the underlying set of A.

Although it is true that the categories of interest in these notes are concrete categories, it may
nevertheless be interesting to see an example of a category that is not concrete.
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2.1.9. Example. Let G be a monoid (that is, a semigroup with identity). Consider a category C
having exactly one object, which we call ?. Since there is only one object there is only one family
of morphisms Mor(?, ?), which we take to be G. Composition of morphisms is defined to be the
monoid multiplication. That is, a ◦ b := ab for all a, b ∈ G. Clearly composition is associative and
the identity element of G is the identity morphism. So C is a category.

2.1.10. Definition. In any concrete category we will call an injective morphism a monomorphism
and a surjective morphism an epimorphism.

CAUTION. The definitions above reflect the original Bourbaki use of the term and are the ones
most commonly adopted by mathematicians outside of category theory itself where “monomor-
phism” means “left cancellable” and “epimorphism” means “right cancellable”. (Notice that the
terms injective and surjective may not make sense when applied to morphisms in a category that
is not concrete.)

A morphism B
g //C is left cancellable if whenever morphisms A

f1 //B and A
f2 //B

satisfy gf1 = gf2, then f1 = f2. Mac Lane suggested calling left cancellable morphisms monic
morphisms. The distinction between monic morphisms and monomorphisms turns out to be slight.
In these notes almost all of the morphisms we encounter are monic if and only if they are monomor-
phisms. As an easy exercise prove that any injective morphism in a (concrete) category is monic.
The converse sometimes fails.

In the same vein Mac Lane suggested calling a right cancellable morphism (that is, a morphism

A
f //B such that whenever morphisms B

g1 //C and B
g2 //C satisfy g1f = g2f , then g1 = g2) an

epic morphism. Again it is an easy exercise to show that in a (concrete) category any epimorphism
is epic. The converse, however, fails in some rather common categories.

2.1.11. Definition. The terminology for inverses of morphisms in categories is essentially the same

as for functions. Let S
α // T and T

β // S be morphisms in a category. If β ◦ α = IS , then β is a
left inverse of α and, equivalently, α is a right inverse of β. We say that the morphism α is

an isomorphism (or is invertible) if there exists a morphism T
β // S which is both a left and

a right inverse for α. Such a function is denoted by α−1 and is called the inverse of α.

In any concrete category one can inquire whether every bijective morphism (that is, every map
which is both a monomorphism and an epimorphism) is an isomorphism. The answer is often a
trivial yes (as in SET, AbGp, and VEC) or a trivial no (for example, in the category POSET
of partially ordered sets and order preserving maps. But on occasion the answer turns out to be a
fascinating and deep result (see for example the open mapping theorem 6.4.3).

2.1.12. Example. In the category SET every bijective morphism is an isomorphism.

2.1.13. Example. The category LAT has lattices as objects and lattice homomorphisms as mor-
phisms. (A lattice is a partially ordered set in which every pair of elements has an infimum and
a supremum and a lattice homomorphism is a map between lattices which preserves infima and
suprema.) In this category bijective morphisms are isomorphisms.

2.1.14. Example. If in the category C of example 2.1.9 the monoid G is a group then every
morphism in C is an isomorphism.

2.2. Functors

2.2.1. Definition. If A and B are categories a covariant functor F from A to B (written

A
F // B) is a pair of maps: an object map F which associates with each object S in A an

object F (S) in B and a morphism map (also denoted by F ) which associates with each morphism
f ∈Mor(S, T ) in A a morphism F (f) ∈Mor(F (S), F (T )) in B, in such a way that
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(a) F (g ◦ f) = F (g) ◦ F (f) whenever g ◦ f is defined in A; and
(b) F (idS) = idF (S) for every object S in A.

The definition of a contravariant functor A
F //B differs from the preceding definition

only in that, first, the morphism map associates with each morphism f ∈ Mor(S, T ) in A a
morphism F (f) ∈Mor(F (T ), F (S)) in B and, second, condition (a) above is replaced by

(a’) F (g ◦ f) = F (f) ◦ F (g) whenever g ◦ f is defined in A.

2.2.2. Example. A forgetful functor is a functor that maps objects and morphisms from a
category C to a category C′ with less structure or fewer properties. For example, if V is a vector
space, the functor F which “forgets” about the operation of scalar multiplication on vector spaces
would map V into the category of Abelian groups. (The Abelian group F (V ) would have the same
set of elements as the vector space V and the same operation of addition, but it would have no
scalar multiplication.) A linear map T : V → W between vector spaces would be taken by the
functor F to a group homomorphism F (T ) between the Abelian groups F (V ) and F (W ).

Forgetful functor can “forget” about properties as well. If G is an object in the category of
Abelian groups, the functor which “forgets” about commutativity in Abelian groups would take G
into the category of groups.

It was mentioned in the preceding section that all the categories that are of interest in these
notes are concrete categories (ones in which the objects are sets with additional structure and the
morphisms are maps which preserve, in some sense, this additional structure). We will have several
occasions to use a special type of forgetful functor—one which forgets about all the structure of
the objects except the underlying set and which forgets any structure preserving properties of the
morphisms. If A is an object in some concrete category C, we denote by |A| its underlying set.

And if A
f // B is a morphism in C we denote by |f | the map from |A| to |B| regarded simply

as a function between sets. It is easy to see that | | , which takes objects in C to objects in SET
(the category of sets and maps) and morphisms in C to morphisms in SET, is a covariant functor.

In the category VEC of vector spaces and linear maps, for example, | | causes a vector space V
to “forget” about both its addition and scalar multiplication (|V | is just a set). And if T : V →W
is a linear transformation, then |T | : |V | → |W | is just a map between sets—it has “forgotten”
about preserving the operations.

2.2.3. Notation. Let f : S → T be a function between sets. Then we define f→(A) = {f(x) : x ∈
A} and f←(B) = {x ∈ S : f(x) ∈ B}. We say that f→(A) is the image of A under f and that
f←(B) is the preimage of B under f .

2.2.4. Definition. A partially ordered set is order complete if every nonempty subset has a
supremum (that is, a least upper bound) and an infimum (a greatest lower bound).

2.2.5. Definition. Let S be a set. Then the power set of S, denoted by P(S), is the family of
all subsets of S.

2.2.6. Example (The power set functors). Let S be a nonempty set.

(a) The power set P(S) of S partially ordered by ⊆ is order complete.
(b) The class of order complete partially ordered sets and order preserving maps is a category.

(c) For each function f between sets let P(f) = f→. Then P is a covariant functor from the
category of sets and functions to the category of order complete partially ordered sets and
order preserving maps.

(d) For each function f between sets let P(f) = f←. Then P is a contravariant functor from
the category of sets and functions to the category of order complete partially ordered sets
and order preserving maps.
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2.2.7. Definition. Let T : V → W be a linear map between vector spaces. For every g ∈ W# let
T#(g) = g T . Notice that T#(g) ∈ V #. The map T# from the vector space W# into the vector
space V # is the (vector space) adjoint map of T .

2.2.8. Example. The pair of maps V 7→ V # (taking a vector space to its algebraic dual) and
T 7→ T# (taking a linear map to its dual) is a contravariant functor from the category VEC of
vector spaces and linear maps to itself.

2.2.9. Example. Let X and Y be topological spaces and φ : X → Y be continuous. Define Cφ on
C(Y ) by

Cφ(g) = g ◦ φ
for all g ∈ C(Y ). Then the pair of maps X 7→ C(X) and φ 7→ Cφ is a contravariant functor from the
category of topological spaces and continuous maps to the category of unital algebras and unital
algebra homomorphisms.





CHAPTER 3

NORMED LINEAR SPACES

3.1. Norms

In the world of analysis the predominant denizens are function spaces, vector spaces of real or
complex valued functions. To be of interest to an analyst such a space should come equipped with
a topology. Often the topology is a metric topology, which in turn frequently comes from a norm
(see proposition 1.2.17).

3.1.1. Example. For x = (x1, . . . , xn) ∈ Kn let ‖x‖ =
(∑n

k=1 |xk|
2
)1/2

. This is the usual norm

(or Euclidean norm) on Kn; unless the contrary is explicitly stated, Kn when regarded as a
normed linear space will always be assumed to possess this norm. It is clear that this norm induces
the usual (Euclidean) metric on Kn.

3.1.2. Example. For x = (x1, . . . , xn) ∈ Kn let ‖x‖1 =
∑n

k=1|xk|. The function x 7→ ‖x‖1 is easily
seen to be a norm on Kn. It is sometimes called the 1-norm on Kn. It induces the so-called taxicab
metric on R2.

The next four examples are actually a single example. The first two are special cases of the
third, which is in turn a special case of the fourth.

3.1.3. Example. For x = (x1, . . . , xn) ∈ Kn let ‖x‖∞ = max{ |xk| : 1 ≤ k ≤ n}. This defines a
norm on Kn; it is the uniform norm on Kn. It induces the uniform metric on Kn. An alternative
notation for ‖x‖∞ is ‖x‖U .

3.1.4. Example. The set l∞ of all bounded sequences of complex numbers is clearly a vector space
under pointwise operations of addition and scalar multiplication. For x = (x1, x2, . . . , ) ∈ l∞ let
‖x‖∞ = sup{ |xk| : 1 ≤ k}. This defines a norm on l∞; it is the uniform norm on l∞.

3.1.5. Example. Let S be a nonempty set. If f is a bounded K-valued function on S, let

‖f‖u := sup{|f(x)| : x ∈ S} .
This is a norm on the vector space B(S) of all bounded complex valued functions on S and is
called the uniform norm. Clearly this norm gives rise to the uniform metric on B(S). Notice that
examples 3.1.3 and 3.1.4 are special cases of this one. (Let S = Nn := {1, 2, . . . , n} or S = N.)

3.1.6. Example. It is easy to make a substantial generalization of the preceding example by
replacing the field K by an arbitrary normed linear space. Suppose then that S is a nonempty
set and V is a normed linear space. For f in the vector space B(S, V ) of all bounded V -valued
functions on S, let

‖f‖u := sup{‖f(x)‖ : x ∈ S} .
Then this is a norm and it is called the uniform norm on B(S, V ). (Why is the word “easy” in
the first sentence of this example appropriate?)

3.1.7. Definition. Let S be a set, V be a normed linear space, and F(S, V ) be the vector space
of all V -valued functions on S. Consider a sequence (fn) of functions in F(S, V ). If there is a
function g in F(S, V ) such that

sup{‖fn(x)− g(x)‖ : x ∈ S} → 0 as n→∞,

25
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then we say that the sequence (fn) converges uniformly to g and write fn → g (unif). The
function g is the uniform limit of the sequence (fn). Notice that if g and all the fn’s belong to
B(S, V ), then uniform convergence of (fn) to g is just convergence of (fn) to g with respect to the
uniform metric.

There are many ways in which sequences of functions converge. Arguably the two most com-
mon modes of convergence are uniform convergence, which we have just discussed, and pointwise
convergence.

3.1.8. Definition. Let S be a set, V be a normed linear space, and (fn) be a sequence in F(S, V ).
If there is a function g such that

fn(x)→ g(x) for all x ∈ S,
then (fn) converges pointwise to g. In this case we write

fn → g (ptws).

The function g is the pointwise limit of the fn’s.
If (fn) is an increasing sequence of real (or extended real) valued functions and fn → g (ptws), we

write fn ↑ g (ptws). And if (fn) is decreasing and has g as a pointwise limit, we write fn ↓ g (ptws).

The most obvious connection, familiar from any real analysis course, between these two types
of convergence is that uniform convergence implies pointwise convergence.

3.1.9. Proposition. Let S be a set and V be a normed linear space. If a sequence (fn) in F(S, V )
converges uniformly to a function g in F(S, V ), then (fn) converges pointwise to g.

The converse is not true.

3.1.10. Example. For each n ∈ N let fn : [0, 1] → R : x 7→ xn. Then the sequence (fn) converges
pointwise on [0, 1], but not uniformly.

3.1.11. Example. For each n ∈ N and each x ∈ R+ let fn(x) = 1
n x. Then on each interval of the

form [0, a] where a > 0 the sequence (fn) converges uniformly to the constant function 0. On the
interval [0,∞) it converges pointwise to 0, but not uniformly.

Recall also from real analysis that a uniform limit of bounded functions must itself be bounded.

3.1.12. Proposition. Let S be a set, V be a normed linear space, and (fn) be a sequence in B(S, V )
and g be a member of F(S, V ). If fn → g (unif), then g is bounded.

And a uniform limit of continuous functions is continuous.

3.1.13. Proposition. Let X be a topological space, V be a normed linear space, and (fn) be a
sequence of continuous V -valued functions on X and g be a member of F(X,V ). If fn → g (unif),
then g is continuous.

3.1.14. Proposition. If x and y are elements of a vector space V equipped with a norm ‖ ‖, then∣∣ ‖x‖ − ‖y‖ ∣∣ ≤ ‖x− y‖ .
3.1.15. Corollary. The norm on a normed linear space is a uniformly continuous function.

3.1.16. Notation. Let M be a metric space, a ∈M , and r > 0. We denote {x ∈M : d(x, a) < r},
the open ball of radius r about a, by Br(a). Similarly, we denote {x ∈M : d(x, a) ≤ r}, the closed
ball of radius r about a, by Cr(a) and {x ∈M : d(x, a) = r}, the sphere of radius r about a, by
Sr(a). We will use Br, Cr, and Sr as abbreviations for Br(0), Cr(0), and Sr(0), respectively.

3.1.17. Proposition. If V is a normed linear space, if x ∈ V , and if r, s > 0, then

(a) Br(0) = −Br(0);
(b) Brs(0) = rBs(0);
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(c) x+Br(0) = Br(x); and
(d) Br(0) +Br(0) = 2Br(0). (Is it true in general that A+ A = 2A when A is a subset of a

vector space?)

3.1.18. Definition. If a and b are vectors in the vector space V , then the closed segment
between a and b, denoted by [a, b], is {(1− t)a+ tb : 0 ≤ t ≤ 1}.

CAUTION. Notice that there is a slight conflict between this notation for closed segments, when
applied to the vector space R of real numbers, and the usual notation for closed intervals in R. In
R the closed segment [a, b] is the same as the closed interval [a, b] provided that a ≤ b. If a > b,
however, the closed segment [a, b] is the same as the segment [b, a], it contains all numbers c such
that b ≤ c ≤ a, whereas the closed interval [a, b] is empty.

3.1.19. Definition. A subset C of a vector space V is convex if the closed segment [a, b] is
contained in C whenever a, b ∈ C.

3.1.20. Example. In a normed linear space every open ball is a convex set. And so is every closed
ball.

3.1.21. Proposition. The intersection of a family of convex subsets of a vector space is convex.

3.1.22. Definition. Let V be a vector space. Recall that a linear combination of a finite set
{x1, . . . , xn} of vectors in V is a vector of the form

∑n
k=1 αkxk where α1, . . . , αn ∈ R. If α1 = α2 =

· · · = αn = 0, then the linear combination is trivial ; if at least one αk is different from zero, the
linear combination is nontrivial. A linear combination

∑n
k=1 αkxk of the vectors x1, . . . , xn is a

convex combination if αk ≥ 0 for each k (1 ≤ k ≤ n) and if
∑n

k=1 αk = 1.

3.1.23. Definition. Let A be a nonempty subset of a vector space V . We define the convex
hull of A, denoted by co(A), to be the smallest convex subset of V which contain A.

3.1.24. Exercise. Use proposition 3.1.21 to show that definition 3.1.23 makes sense. Then show
that a “constructive characterization” is equivalent; that is, prove that the convex hull of A is the
set of all convex combinations of elements of A.

3.1.25. Proposition. If T : V → W is a linear map between vector spaces and C is a convex
subset of V , then T→(C) is a convex subset of W .

3.1.26. Proposition. In a normed linear space the closure of every convex set is convex.

3.1.27. Proposition. Let V be a normed linear space. For each a ∈ V the map Ta : V → V : x 7→
x+ a (called translation by a) is a homeomorphism.

3.1.28. Corollary. If U is a nonempty open subset of a normed linear space V , then U−U contains
a neighborhood of 0.

3.1.29. Proposition. If (xn) is a sequence in a normed linear space and xn → a, then
1

n

n∑
k=1

xk → a.

In proposition 1.2.16 we showed how an inner product on a vector space induces a norm on that
space. It is reasonable to ask if all norms can be generated in this fashion from an inner product.
The answer is no. The next proposition gives a very simple necessary and sufficient condition for
a norm to arise from an inner product.

3.1.30. Proposition. Let V be a normed linear space. There exists an inner product on V which
induces the norm on V if and only if the norm satisfies the parallelogram law 1.2.27.

Hint for proof . To prove that if a norm satisfies the parallelogram law then it is induced by an
inner product, use the equation given in the polarization identity (proposition 1.2.29) as a definition.
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Prove first that 〈y, x〉 = 〈x, y〉 for all x, y ∈ V and that 〈x, x〉 > 0 whenever x 6= 0. Next, for
arbitrary z ∈ V , define a function f : V → C : x 7→ 〈x, z〉. Prove that

f(x+ y) + f(x− y) = 2f(x) (∗)

for all x, y ∈ V . Use this to prove that f(αx) = αf(x) for all x ∈ V and α ∈ R. (Start with α
being a natural number.) Then show that f is additive. (If u and v are arbitrary elements of V let
x = u + v and y = u − v. Use (∗).) Finally prove that f(αx) = αf(x) for complex α by showing
that f(ix) = i f(x) for all x ∈ V .

3.1.31. Proposition. Let V be a vector space with two norms ‖ · ‖1 and ‖ · ‖2. Let Tk be the topology
induced on V by ‖ · ‖k (for k = 1, 2). If there exists a constant α > 0 such that ‖x‖1 ≤ α‖x‖2 for
every x ∈ V , then T1 ⊆ T2.

3.1.32. Definition. Two norms on a vector space V are equivalent if there exist constants α,
β > 0 such that for all x ∈ V

α‖x‖1 ≤ ‖x‖2 ≤ β‖x‖1 .

3.1.33. Proposition. If ‖ ‖1 and ‖ ‖2 are equivalent norms on a vector space V , then they induce
the same topology on V .

Proposition 3.1.33 gives us an easily verifiable sufficient condition for two norms to induce
identical topologies on a vector space. Thus, if we are trying to show, for example, that some
subset of a normed linear space is open it may very well be the case that the proof can be simplified
by replacing the given norm with an equivalent one.

Similarly, suppose that we are attempting to verify that a function f between two normed
linear spaces is continuous. Since continuity is defined in terms of open sets and equivalent norms
produce exactly the same open sets (see proposition 3.1.33), we are free to replace the norms on
the domain of f and the codomain of f with any equivalent norms we please. This process can
sometimes simplify arguments significantly. (This possibility of simplification, incidentally, is one
major advantage of giving a topological definition of continuity in the first place.)

3.1.34. Definition. Let x = (xn) a sequence of vectors in a normed linear space V . The infinite
series

∑∞
k=1 xk is convergent if there exists a vector b ∈ V such that ‖b−sn‖ → 0 as n→∞, where

sn =
∑n

k=1 xk is the nth partial sum of the sequence x. The series is absolutely convergent if∑∞
k=1‖xk‖ <∞.

3.1.35. Exercise. Let l1 be the set of all sequences x = (xn) of complex numbers such that the
series

∑
xk is absolutely convergent. Make l1 into a vector space with the usual pointwise definition

of addition and scalar multiplication. For every x ∈ l1 define

‖x‖1 :=
∞∑
k=1

|xk|

and

‖x‖∞ := sup{|xk| : k ∈ N}.

(These are, respectively, the 1-norm and the uniform norm.) Show that both ‖ ‖1 and ‖ ‖∞ are
norms on l1. Then prove or disprove:

(a) If a sequence (xi) of vectors in the normed linear space
(
l1, ‖ ‖1

)
converges, then the

sequence also converges in
(
l1, ‖ ‖∞

)
.

(b) If a sequence (xi) of vectors in the normed linear space
(
l1, ‖ ‖∞

)
converges, then the

sequence also converges in
(
l1, ‖ ‖1

)
.
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3.2. Bounded Linear Maps

Analysts work with objects having both algebraic and topological structure. In the preceding
section we examined vector spaces endowed with a topology derived from a norm. If these are the
objects under consideration, what morphisms are likely to be of greatest interest? The plausible, and
correct, answer is maps which preserve both topological and algebraic structures, that is, continuous
linear maps. The resulting category is denoted by NLS∞. The isomorphisms in this category
are, topologically, homeomorphisms. It is clear that one might choose instead to study a category
in which the mappings satisfy a stronger condition: the isomorphisms are isometries, that is they
preserve distances (equivalently, they preserve norms). In this category, denoted by NLS1, the
morphisms are contractive linear maps, that is, linear maps T : V → W between normed
linear spaces such that ‖Tx‖ ≤ ‖x‖ for all x ∈ V . It seems appropriate to refer to NLS∞ as
the topological category of normed linear spaces and to NLS1 as the geometric category of normed
linear spaces. Many authors use the unmodified term “isomorphism” for an isomorphism in the
topological category NLS∞ and “isometric isomorphism” for an isomorphism in the geometric
category NLS1. In these notes we will focus on the topological category. The isometric theory of
normed linear spaces although important is somewhat more specialized.

3.2.1. Exercise. Verify the unproved assertions in the preceding paragraph. In particular, prove
that

(a) NLS∞ is a category.
(b) An isomorphism in NLS∞ is both a vector space isomorphism and a homeomorphism.
(c) A linear map between normed linear spaces is an isometry if and only if it is norm preserv-

ing. (Definitions. For k = 1, 2 let Vk be a normed linear space, ‖ ‖k be the norm on Vk,
dk be the metric on Vk induced by ‖ ‖k, and f : V1 → V2. Then f is an isometry (or
an isometric map) if d2(f(x), f(y)) = d1(x, y) for all x, y ∈ V1. It is norm preserving
if ‖f(x)‖2 = ‖x‖1 for all x ∈ V1.)

(d) NLS1 is a category.
(e) An isomorphism in NLS1 is both an isometry and a vector space isomorphism.
(f) The category NLS1 is a subcategory of NLS∞ in the sense that every morphism of the

former belongs to the latter.

Next we consider a very useful condition which, for linear maps, turns out to be equivalent to
continuity.

3.2.2. Definition. A linear transformation T : V →W between normed linear spaces is bounded
if T (B) is a bounded subset of W whenever B is a bounded subset of V . In other words, a bounded
linear map takes bounded sets to bounded sets. We denote by B(V,W ) the family of all bounded
linear transformations from V into W . A bounded linear map from a space V into itself is often
called a (bounded linear) operator. The family of all operators on a normed linear space V
is denoted by B(V ). The class of normed linear spaces together with the bounded linear maps
between them constitute a category. We verify below that this is just the category NLS∞.

CAUTION. It is extremely important to realize that a bounded linear map will not, in general,
be a bounded function in the usual sense of a bounded function on some set (see examples 3.1.5
and 3.1.6). The use of “bounded” in these two conflicting senses may be unfortunate, but it is well
established.

3.2.3. Example. The linear map T : R → R : x 7→ 3x is a bounded linear map (since it maps
bounded subsets of R to bounded subsets of R), but, regarded just as a function, T is not bounded
(since its range is not a bounded subset of R).

The following observation my help reduce confusion.

3.2.4. Proposition. A linear transformation, unless it is the constant map that takes every vector
to zero, cannot be a bounded function.
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One of the most striking aspects of linearity is that for linear maps the concepts of continuity,
continuity at a single point, and uniform continuity coalesce. And in fact they are exactly the same
thing as boundedness.

3.2.5. Theorem. Let T : V → W be a linear transformation between normed linear spaces. Then
the following are equivalent:

(a) T is bounded.
(b) The image of the closed unit ball under T is bounded.
(c) T is uniformly continuous on V .
(d) T is continuous on V .
(e) T is continuous at 0.
(f) There exists a number M > 0 such that ‖Tx‖ ≤M‖x‖ for all x ∈ V .

3.2.6. Proposition. Let T : V → W be a bounded linear transformation between normed linear
spaces. Then the following four numbers (exist and) are equal.

(a) sup{‖Tx‖ : ‖x‖ ≤ 1}
(b) sup{‖Tx‖ : ‖x‖ = 1}
(c) sup{‖Tx‖ ‖x‖−1 : x 6= 0}
(d) inf{M > 0: ‖Tx‖ ≤M‖x‖ for all x ∈ V }

3.2.7. Definition. If T is a bounded linear map, then ‖T‖, called the norm of T , is defined to be
any one of the four expressions in the previous exercise.

3.2.8. Example. If V and W are normed linear spaces, then the function

‖ ‖ : B(V,W )→ R : T 7→ ‖T‖

is, in fact, a norm.

3.2.9. Example. The family B(V,W ) of all bounded linear maps between normed linear spaces
is itself a normed linear space.

3.2.10. Proposition. The family B(V,W ) of all bounded linear maps between normed linear spaces
is complete (with respect to the metric induced by its norm) whenever W is complete.

3.2.11. Proposition. Let U , V , and W be normed linear spaces. If S ∈ B(U, V ) and T ∈
B(V,W ), then TS ∈ B(U,W ) and ‖TS‖ ≤ ‖T‖‖S‖.

3.2.12. Example. On any normed linear space V the identity operator

idV = IV = I : V → V : v 7→ v

is bounded and ‖IV ‖ = 1. The zero operator

0V = 0 : V → V : v 7→ 0

is also bounded and ‖0V ‖ = 0.

3.2.13. Example. Let T : R2 → R3 : (x, y) 7→ (3x, x+ 2y, x− 2y). Then ‖T‖ =
√

11.

Many students just finishing a beginning calculus course feel that differentiation is a “nicer”
operation than integration—probably because the rules for integration seem more complicated than
those for differentiation. However, when we regard them as linear maps exactly the opposite is true.

3.2.14. Example. As a linear map on the space of differentiable functions on [0, 1] (with the
uniform norm) integration is bounded; differentiation is not (and so is continuous nowhere!).
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3.3. Finite Dimensional Spaces

In this section are listed a few standard and useful facts about finite dimensional spaces. Proofs
of these results are quite easy to find. Consult, for example, [4], section 4.4; [7], section III.3; [30],
sections 2.4–5; or [42], pages 16–18.

3.3.1. Proposition. If V is an n-dimensional normed linear space over K, then there exists a map
from V onto Kn which is both a homeomorphism and a vector space isomorphism.

3.3.2. Corollary. Every finite dimensional normed linear space is complete.

3.3.3. Corollary. Every finite dimensional vector subspace of a normed linear space is closed.

3.3.4. Corollary. Any two norms on a finite dimensional vector space are equivalent.

3.3.5. Proposition. The closed unit ball in a finite dimensional normed linear space is compact
if and only if the space is finite dimensional.

3.3.6. Proposition. If V and W are normed linear spaces and V is finite dimensional, then every
linear map T : V →W is continuous.

Let T be a bounded linear map between (perhaps infinite dimensional) normed linear spaces.
Just as in the finite dimensional case, the kernel and range of T are objects of great importance. In
both the finite and infinite dimensional case they are vector subspaces of the spaces which contain
them. Additionally, in both cases the kernel of T is closed. (Under a continuous function the inverse
image of a closed set is closed.) There is, however, a major difference between the two cases. In the
finite dimensional case the range of T must be closed (by 3.3.3). As we will see in example 5.2.14
linear maps between infinite dimensional spaces need not have closed range.

3.4. Quotients of Normed Linear Spaces

3.4.1. Definition. Let A be an object in a concrete category C. A surjective morphism A
π //B

in C is a quotient map for A if a function g : B → C (in SET) is a morphism (in C) whenever
g ◦ π is a morphism. An object B in C is a quotient object for A if it is the range of some
quotient map for A.

3.4.2. Example. In the category VEC of vector spaces and linear maps every surjective linear
map is a quotient map.

3.4.3. Example. In the category TOP not every epimorphism is a quotient map.

Hint for proof . Consider the identity map on the reals with different topologies on the domain
and codomain.

The next item, which should be familiar from linear algebra, shows how a particular quotient
object can be generated by “factoring out a subspace”.

3.4.4. Definition. Let M be a subspace of a vector space V . Define an equivalence relation ∼ on
V by

x ∼ y if and only if y − x ∈M.

For each x ∈ V let [x] be the equivalence class containing x. Let V/M be the set of all equivalence
classes of elements of V . For [x] and [y] in V/M define

[x] + [y] := [x+ y]

and for α ∈ R and [x] ∈ V/M define
α[x] := [αx].

Under these operations V/M becomes a vector space. It is the quotient space of V by M . The
notation V/M is usually read “V mod M”. The linear map

π : V → V/M : x 7→ [x]
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is called the quotient map.

3.4.5. Exercise. Verify the assertions made in definition 3.4.4. In particular, show that ∼ is an
equivalence relation, that addition and scalar multiplication of the set of equivalence classes are
well defined, that under these operations V/M is a vector space, that the function called here the
“quotient map” is in fact a quotient map in the sense of 3.4.1, and that this quotient map is linear.

The following result is called the fundamental quotient theorem or the first isomorphism theorem
for vector spaces.

3.4.6. Theorem. Let V and W be vector spaces and M � V . If T ∈ L(V,W ) and kerT ⊇ M ,

then there exists a unique T̃ ∈ L(V/M ,W ) which makes the following diagram commute.

V

π

��

T

!!
V/M

T̃

// W

Furthermore, T̃ is injective if and only if kerT = M ; and T̃ is surjective if and only if T is.

3.4.7. Corollary. If T : V →W is a linear map between vector spaces, then ranT ∼= V/ kerT .

3.4.8. Proposition. Let V be a normed linear space and M be a closed subspace of V . Then the
map

‖ ‖ : V/M → R : [x] 7→ inf{‖u‖ : u ∼ x}
is a norm on V/M . It is called the quotient norm on V/M . Furthermore, the quotient map

π : V → V/M : x 7→ [x]

is a bounded linear surjection with ‖π‖ ≤ 1.

3.4.9. Theorem (Fundamental quotient theorem for NLS∞). Let V and W be normed linear
spaces and M be a closed subspace of V . If T is a bounded linear map from V to W and kerT ⊇M ,

then there exists a unique bounded linear map T̃ : V/M → W which makes the following diagram
commute.

V

π

��

T

!!
V/M

T̃

// W

Furthermore: ‖T̃‖ = ‖T‖; T̃ is injective if and only if kerT = M ; and T̃ is surjective if and only
if T is.

3.5. Products of Normed Linear Spaces

Products and coproducts, like quotients, are best described in terms of what they do.

3.5.1. Definition. Let A1 and A2 be objects in a category C. We say that the triple (P, π1, π2),
where P is an object and πk : P → Ak (k = 1, 2) are morphisms, is a product of A1 and A2 if for
every object B and every pair of morphisms fk : B → Ak (k = 1, 2) there exists a unique morphism
g : B → P such that fk = πk ◦ g for k = 1, 2.
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It is conventional to say, “Let P be a product of . . . ” for, “Let (P, π1, π2) be a product of . . . ”.
The product of A1 and A2 is often written as A1 ×A2 or as

∏
k=1,2Ak.

In a particular category products may or may not exist. It is an interesting and elementary fact
that whenever they exist they are unique (up to isomorphism), so that we may unambiguously speak
of the product of two objects. When we say that a categorical object satisfying some condition(s) is
unique up to isomorphism we mean, of course, that any two objects satisfying the condition(s) must
be isomorphic. We will often use the phrase “essentially unique” for “unique up to isomorphism.”

3.5.2. Proposition. In any category products (if they exist) are essentially unique.

3.5.3. Example. In the category SET the product of two sets A1 and A2 exists and is in fact the
usual Cartesian product A1 × A2 together with the usual coordinate projections πk : A1 × A2 →
Ak : (a1, a2) 7→ ak.

3.5.4. Example. If V1 and V2 are vector spaces we make the Cartesian product V1 × V2 into a
vector space as follows. Define addition by

(u, v) + (w, x) := (u+ w, v + x)

and scalar multiplication by

α(u, v) := (αu, αv) .

This makes V1 × V2 into a vector space and that this space together with the usual coordinate
projections πk : V1 × V2 → Vk : (v1, v2) 7→ vk (k = 1, 2) is a product in the category VEC. It is
usually called the direct sum of V and W and is denoted by V ⊕W .

It often possible and desirable to take the product of an arbitrary family of objects in a category.
Following is a generalization of definition 3.5.1.

3.5.5. Definition. Let
(
Aλ
)
λ∈Λ

be an indexed family of objects in a category C. We say that the

object P together with an indexed family
(
πλ
)
λ∈Λ

of morphisms πλ : P → Aλ is a product of the

objects Aλ if for every object B and every indexed family
(
fλ
)
λ∈Λ

of morphisms fλ : B → Aλ there
exists a unique map g : B → P such that fλ = πλ ◦ g for every λ ∈ Λ.

A category in which arbitrary products exist is said to be product complete. Many of the
categories we encounter in these notes are product complete.

3.5.6. Definition. Let
(
Sλ
)
λ∈Λ

be an indexed family of sets. The Cartesian product of the

indexed family, denoted by
∏
λ∈Λ Sλ or just

∏
Sλ, is the set of all functions f : Λ→

⋃
Sλ such that

f(λ) ∈ Sλ for each λ ∈ Λ. The maps πλ :
∏
Sλ → Sλ : f 7→ f(λ) are the canonical coordinate

projections. In many cases the notation fλ is more convenient than f(λ). (See, for example,
example 3.5.8 below.)

3.5.7. Example. A very important special case of the preceding definition occurs when all of the
sets Sλ are identical: say Sλ = A for every λ ∈ Λ. In this case the Cartesian product comprises
all the functions which map Λ into A. That is,

∏
λ∈Λ Sλ = AΛ. Notice also that in this case the

coordinate projections are evaluation maps. For each λ the coordinate projection πλ takes each
point f in the product (that is, each function f from Λ into A) to f(λ) its value at λ. Briefly, each
coordinate projection is an evaluation map at some point.

3.5.8. Example. What is Rn? It is just the set of all n-tuples of real numbers. That is, it is the
set of functions from Nn = {1, 2, . . . , n} into R. In other words Rn is just shorthand for RNn . In
Rn one usually writes xj for the jth coordinate of a vector x rather than x(j).

3.5.9. Example. In the category SET the product of an indexed family of sets exists and is in
fact the Cartesian product of these sets together with the canonical coordinate projections.
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3.5.10. Example. If
(
Vλ
)
λ∈Λ

is an indexed family of vector spaces we make the Cartesian product∏
Vλ into a vector space as follows. Define addition and scalar multiplication pointwise: for f ,

g ∈
∏
Aλ and α ∈ R

(f + g)(λ) := f(λ) + g(λ)

and
(αf)(λ) := αf(λ) .

This makes
∏
Vλ into a vector space, which is sometimes called the direct product of the spaces

Vλ, and this space together with the canonical coordinate projections (which are certainly linear
maps) is a product in the category VEC.

3.5.11. Example. Let V and W be normed linear spaces. On the Cartesian product V ×W define

‖(x, y)‖2 =
√
‖x‖2 + ‖y‖2,

‖(x, y)‖1 = ‖x‖+ ‖y‖,

and

‖(x, y)‖u = max{‖x‖, ‖y‖} .
The first of these is the Euclidean norm (or 2-norm) on V ×W , the second is the 1-norm, and
the last is the uniform norm. Verifying that these are all norms on V ×W is quite similar to
the arguments required in examples 3.1.1, 3.1.2, and 3.1.3. That they are equivalent norms is a
consequence of the following inequalities and proposition 3.1.33.

‖x‖+ ‖y‖ ≤
√

2
√
‖x‖2 + ‖y‖2 ≤ 2 max{‖x‖, ‖y‖} ≤ 2(‖x‖+ ‖y‖)

3.5.12. Convention. In the preceding example we defined three (equivalent) norms on the product
space V ×W . We will take the first of these ‖ ‖1 as the product norm on V ×W . Thus whenever
V and W are normed linear spaces, unless the contrary is specified we will regard the product V ×W
as a normed linear space under this norm. Usually we write just ‖(x, y)‖ instead of ‖(x, y)‖1. The
product of the normed linear spaces V and W is usually denoted by V ⊕W and is called the direct
sum of V and W . (In the special case where V = W = R, what metric does the product norm
induce on R2?)

3.5.13. Example. Show that product V ⊕W of normed linear spaces is in fact a product in the
category NLS∞ of normed linear spaces and bounded linear maps.

3.5.14. Proposition. Let
(
(xn, yn)

)
be a sequence in the direct sum V ⊕W of two normed linear

spaces. Prove that
(
(xn, yn)

)
converges to a point (a, b) in V ⊕W if and only if xn → a in V and

yn → b in W .

3.5.15. Proposition. Addition is a continuous operation on a normed linear space V . That is,
the map

A : V ⊕ V → V : (x, y) 7→ x+ y

is continuous.

3.5.16. Exercise. Give a very short proof (no ε’s or δ’s or open sets) that if (xn) and (yn) are
sequences in a normed linear space which converge to a and b, respectively, then xn + yn → a+ b.

3.5.17. Proposition. Scalar multiplication is a continuous operation on a normed linear space V
in the sense that the map

S : K× V → V : (α, x) 7→ αx

is continuous.

3.5.18. Proposition. If B and C are subsets of a normed linear space and α is a scalar, then

(a) αB = αB; and
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(b) B + C ⊆ B + C.

3.5.19. Example. If B and C are closed subsets of a normed linear space, then it does not
necessarily follow that B + C is closed (and therefore B + C and B + C need not be equal).

3.5.20. Proposition. Let C1 and C2 be compact subsets of a normed linear space V . Then

(a) C1 × C2 is a compact subset of V × V , and
(b) C1 + C2 is a compact subset of V .

3.5.21. Example. Let X be a topological space. Then the family C(X) of all continuous complex
valued functions on X is a vector space under the usual pointwise operations of addition and scalar
multiplication.

3.5.22. Example. Let X be a topological space. We denote by Cb(X) the family of all bounded
continuous complex valued functions on X. It is a normed linear space under the uniform norm.
In fact, it is a subspace of B(X) (see example 3.1.5).

3.5.23. Definition. Let A be an algebra on which a norm has been defined. Suppose that addi-
tionally the submultiplicative property

‖xy‖ ≤ ‖x‖ ‖y‖
is satisfied for all x, y ∈ A. Then A is a normed algebra. We make one further requirement: if
the algebra A is unital, then

‖1‖ = 1 .

In this case A is a unital normed algebra.

3.5.24. Example. In example 3.1.5 we showed that the family B(S) of bounded real valued
functions on a set S is a normed linear space under the uniform norm. It is also a commutative
unital normed algebra.

3.5.25. Proposition. Multiplication is a continuous operation on a normed algebra V in the sense
that the map

M : V × V → V : (x, y) 7→ xy

is continuous.

Hint for proof . If you can prove that multiplication on the real numbers is continuous you can
almost certainly prove that it is continuous on arbitrary normed algebras.

3.5.26. Example. The family Cb(X) of bounded continuous real valued functions on a topological
space X is, under the usual pointwise operations and the uniform norm, a commutative unital
normed algebra.

3.5.27. Example. The family B(V ) of all (bounded linear) operators on a normed linear space V
is a unital normed algebra.

3.5.28. Definition. In 1.2.38 we defined the algebraic dual V # of a vector space V . Of great
importance in normed spaces is the study of the continuous members of V #, the continuous linear
functionals, also known as bounded linear functionals. The set V ∗ of all such functionals on the
normed space V is the dual space of V . To distinguish it from the algebraic dual and the order
dual, it is sometimes called the norm dual or the topological dual of V .

3.5.29. Example. If S is a set and a ∈ S, then the evaluation functional

Ea : B(S)→ R : f 7→ f(a)

is a bounded linear functional on the space B(S) of all bounded real valued functions on S. If S
happens to be a topological space then we may also regard Ea as a member of the dual space of
Cb(S). (In either case, what is ‖Ea‖?)



36 3. NORMED LINEAR SPACES

3.6. Coproducts of Normed Linear Spaces

Coproducts are like products—except all the arrows are reversed.

3.6.1. Definition. Let A1 and A2 be objects in a category C. The triple (P, j1, j2), (P is an object
and jk : Ak → P , k = 1, 2 are morphisms) is a coproduct of A1 and A2 if for every object B and
every pair of morphisms gk : Ak → B (k = 1,2) there exists a unique morphism h : P → B such
that gk = h ◦ jk for k = 1, 2.

3.6.2. Proposition. In any category coproducts (if they exist) are essentially unique.

3.6.3. Definition. Let A and B be sets. When A and B are disjoint we will often use the notation
A ] B instead of A ∪ B (to emphasize the disjointness of A and B). When C = A ] B we say
that C is the disjoint union of A and B. Similarly we frequently choose to write the union of a
pairwise disjoint family A of sets as

⊎
A. And the notation

⊎
λ∈ΛAλ may be used to denote the

union of a pairwise disjoint indexed family {Aλ : λ ∈ Λ} of sets. When C =
⊎
A or C =

⊎
λ∈ΛAλ

we say that C is the disjoint union of the appropriate family.

3.6.4. Definition. In the preceding definition we introduced the notation A ]B for the union of
two disjoint sets A and B. We now extend this notation somewhat and allow ourselves to take
the disjoint union of sets A and B even if they are not disjoint. We “make them disjoint” by
identifying (in the obvious way) the set A with the set A′ = {(a, 1) : a ∈ A} and B with the set
B′ = {(b, 2) : b ∈ B}. Then we denote the union of A′ and B′, which are disjoint, by A ] B and
call it the disjoint union of A and B.

In general, if
(
Aλ
)
λ∈Λ

is an indexed family of sets, its disjoint union,
⊎
λ∈Λ

Aλ is defined to be⋃
{(Aλ, λ) : λ ∈ Λ}.

3.6.5. Example. In the category SET the coproduct of two sets A1 and A2 exists and is their
disjoint union A1 ]A2 together with the obvious inclusion maps ιk : Ak → A1 ]A2 (k = 1, 2).

It is interesting to observe that while the product and coproduct of a finite collection of objects
in the category SET are quite different, in the more complex category VEC they turn out to be
exactly the same thing.

3.6.6. Example. If V1 and V2 are vector spaces make the Cartesian product V1× V2 into a vector
space as in example 3.5.4. This space together with the obvious injections is a coproduct in the
category VEC.

It often possible and desirable to take the coproduct of an arbitrary family of objects in a
category. Following is a generalization of definition 3.6.1.

3.6.7. Definition. Let
(
Aλ
)
λ∈Λ

be an indexed family of objects in a category C. We say that the

object C together with an indexed family
(
ιλ
)
λ∈Λ

of morphisms ιλ : Aλ → C is a coproduct of

the objects Aλ if for every object B and every indexed family
(
fλ
)
λ∈Λ

of morphisms fλ : Aλ → B
there exists a unique map g : C → B such that fλ = g ◦ ιλ for every λ ∈ Λ. The usual notation for
the coproduct of the objects Aλ is

∐
λ∈ΛAλ.

3.6.8. Example. In the category SET the coproduct of an indexed family of sets exists and is
the disjoint union of these sets.

3.6.9. Definition. Let S be a set and V be a vector space. The support of a function f : S → V
is {s ∈ S : f(s) 6= 0}.

3.6.10. Example. If
(
Vλ
)
λ∈Λ

is an indexed family of vector spaces we make the Cartesian product

into a vector space as in example 3.5.10. The set of functions f belonging to
∏
Vλ which have finite

support (that is, which are nonzero only finitely often) is clearly a subspace of
∏
Vλ. This subspace

is the direct sum of the spaces Vλ. It is denoted by
⊕

λ∈Λ Vλ. This space together with the
obvious injective maps (which are linear) is a coproduct in the category VEC.
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3.6.11. Exercise. What are the coproducts in the category NLS∞ ?

3.6.12. Exercise. Identify the product and coproduct of two spaces V and W in the category
NLS1 of normed linear spaces and linear contractions.





CHAPTER 4

HILBERT SPACES

For the most elementary facts about Hilbert spaces I can think of no better introduction than
the first two chapters of Halmos’s classic text [21]. Another good introduction is [50]. You may
also find chapters 3 and 9 of [30] and chapter 4 of [20] helpful. For a start towards more serious
explorations into the mysteries of Hilbert space look at [7], [8], and [23].

4.1. Definition and Examples

A Hilbert space is a complete inner product space. In more detail:

4.1.1. Definition. In proposition 1.2.16 we showed how an inner product on a vector space induces
a norm on the space and in proposition 1.2.17 how a norm in turn induces a metric. If an inner
product space is complete with respect to this metric it is a Hilbert space. Similarly, a Banach
space is a complete normed linear space and a Banach algebra is a complete normed algebra.

4.1.2. Example. Under the inner product defined in example 1.2.4 Kn is a Hilbert space.

4.1.3. Example. Under the inner product defined in example 1.2.5 l2 is a Hilbert space.

4.1.4. Example. Under the inner product defined in example 1.2.6 C([a, b]) is not a Hilbert space.

4.1.5. Example. The inner product space lc of all sequences (an) of complex numbers which are
eventually zero (see example 1.2.35) is not a Hilbert space.

4.1.6. Example. Let µ be a positive measure on a σ-algebra A of subsets of a set S. A complex
valued function f on S is measurable if the inverse image under f of every Borel set (equivalently,
every open set) in C belongs to A. We define an equivalence relation ∼ on the family of measurable
complex valued functions by setting f ∼ g whenever f and g differ on a set of measure zero,
that is, whenever µ({x ∈ S : f(x) 6= g(x)}) = 0. We adopt conventional notation and denote
the equivalence class containing f by f itself (rather than something more logical such as [f ]). We
denote the family of (equivalence classes of) measurable complex valued functions on S byM(S, µ).
A function f ∈ M(S, µ) is square integrable if

∫
S |f(x)|2 dµ(x) < ∞. We denote the family

of (equivalence classes of) square integrable functions on S by L2(S, µ). For every f , g ∈ L2(S, µ)
define

〈f, g〉 =

∫
S
f(x)g(x) dµ(x) .

With this inner product (and the obvious pointwise vector space operations) L2(S, µ) is a Hilbert
space.

4.1.7. Example. Let λ be Lebesgue measure on the interval [0, 1] and H be the set of all absolutely
continuous functions on [0, 1] such that f ′ belongs to L2([0, 1], λ) and f(0) = 0. For f and g in H
define

〈f, g〉 =

∫ 1

0
f ′(t)g ′(t) dt.

This is an inner product on H under which H becomes a Hilbert space.

4.1.8. Example. If H and K are Hilbert spaces, then their (external orthogonal) direct sum H⊕K
(as defined in 1.2.24) is also a Hilbert space.

39
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4.2. Nets

Nets (sometimes called generalized sequences) are useful for characterizing many properties of
general topological spaces. In such spaces they are used in basically the same way as sequences are
used in metric spaces.

4.2.1. Definition. Let ≤ be a relation on a nonempty set S.

(a) If the relation ≤ is reflexive and transitive, it is a preordering.
(b) If ≤ is a preordering and is also antisymmetric, it is a partial ordering.
(c) Elements x and y in a preordered set are comparable if either x ≤ y or y ≤ x.
(d) If ≤ is a partial ordering with respect to which any two elements are comparable, it is a

linear ordering (or a total ordering).
(e) If the relation ≤ is a preordering (respectively, partial ordering, linear ordering) on S, then

the pair (S,≤) is a preordered set (respectively, partially ordered set, linearly
ordered set).

(f) A linearly ordered subset of a partially ordered set (S,≤) is a chain in S.

We may write b ≥ a as a substitute for a ≤ b. The notation a < b ( or equivalently, b > a) means
that a ≤ b and a 6= b.

4.2.2. Definition. A preordered set in which every pair of elements has an upper bound is a
directed set.

4.2.3. Example. If S is a set, then FinS is a directed set under inclusion ⊆.

4.2.4. Definition. Let S be a set and Λ be a directed set. A mapping x : Λ→ S is a net in S (or
a net of members of S). The value of x at λ ∈ Λ is usually written x

λ
(rather than x(λ)) and the

net x itself is often denoted by
(
x
λ

)
λ∈Λ

or just
(
x
λ

)
.

4.2.5. Example. The most obvious examples of nets are sequences. These are functions whose
domain is the (preordered) set N of natural numbers.

4.2.6. Definition. A net x =
(
x
λ

)
is said to eventually have some specified property if there

exists λ0 ∈ Λ such that x
λ

has that property whenever λ ≥ λ0; and it has the property frequently
if for every λ0 ∈ Λ there exists λ ∈ Λ such that λ ≥ λ0 and x

λ
has the property.

4.2.7. Definition. A neighborhood of a point in a topological space is any set which contains
an open set containing the point.

4.2.8. Definition. A net x in a topological space X converges to a point a ∈ X if it is eventually
in every neighborhood of a. In this case a is the limit of x and we write

x
λ λ∈Λ

// a

or just x
λ
→ a. When limits are unique we may also use the notation limλ∈Λ xλ = a or, more

simply, limx
λ

= a.
The point a in X is a cluster point of the net x if x is frequently in every neighborhood of a.

4.2.9. Definition. Let (X,T) be a topological space. A family B ⊆ T is a base for T if each
member of T is a union of members of B. In other words, a family B of open sets is a base for T
if for each open set U there exists a subfamily B′ of B such that U =

⋃
B′.

In practice it is often more convenient to specify a base for a topology than to specify the
topology itself. It is important to realize, however, that there may be many different bases for the
same topology. Once a particular base has been chosen we refer to its members as basic open sets.

4.2.10. Definition. Let (X,T) be a topological space. A subfamily S ⊆ T is a subbase for the
topology T if the family of all finite intersections of members of S is a base for T.
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4.2.11. Example. LetX be a topological space and a ∈ X. A base for the family of neighborhoods
of the point a is a family Ba of neighborhoods of a with the property that every neighborhood of
a contains at least one member of Ba. In general, there are many choices for a neighborhood base
at a point. Once such a base is chosen we refer to its members as basic neighborhoods of a.

Let Ba be a base for the family of neighborhoods at a. Order Ba by containment (the reverse
of inclusion); that is, for U , V ∈ Ba set

U � V if and only if U ⊇ V .

This makes Ba into a directed set. Now (using the axiom of choice) choose one element xU from
each set U ∈ Ba. Then (x

U
) is a net in X and x

U
→ a.

The next two propositions assure us that in order for a net to converge to a point a in a
topological space it is sufficient that it be eventually in every basic (or even subbasic) neighborhood
of a.

4.2.12. Proposition. Let B be a base for the topology on a topological space X and a be a point
of X. A net (xλ) converges to a if and only if it is eventually in every neighborhood of a which
belongs to B.

4.2.13. Proposition. Let S be a subbase for the topology on a topological space X and a be a
point of X. A net (xλ) converges to a if and only if it is eventually in every neighborhood of a
which belongs to S.

4.2.14. Example. Let J = [a, b] be a fixed interval in the real line, x = (x0, x1, . . . , xn) be an
(n+1)-tuple of points of J , and t = (t1, . . . , tn) be an n-tuple. The pair (x; t) is a partition with
selection of the interval J if:

(a) xk−1 < xk for 1 ≤ k ≤ n;
(b) tk ∈ [xk−1, xk] for 1 ≤ k ≤ n;
(c) x0 = a; and
(d) xn = b.

The idea is that x partitions the interval into subintervals and tk is the point selected from the kth

subinterval. If x = (x0, x1, . . . , xn), then {x} denotes the set {x0, x1, . . . , xn}. Let P = (x; s) and
Q = (y; t) be partitions (with selections) of the interval J . We write P 4 Q and say that Q is a
refinement of P if {x} ⊆ {y}. Under the relation 4 the family P of partitions with selection on
J is a directed (but not partially ordered) set.

Now suppose f is a bounded function on the interval J and P = (x; t) is a partition of J into
n subintervals. Let ∆xk := xk − xk−1 for 1 ≤ k ≤ n. Then define

Sf (P ) :=

n∑
k=1

f(tk) ∆xk .

Each such sum Sf (P ) is a Riemann sum of f on J . Notice that since P is a directed set, Sf
is a net of real numbers. If the net Sf of Riemann sums converges we say that the function f is
Riemann integrable. The limit of the net Sf (when it exists) is the Riemann integral of f

over the interval J and is denoted by
∫ b
a f(x) dx.

4.2.15. Example. In a topological space X with the indiscrete topology (where the only open sets
are X and the empty set) every net in the space converges to every point of the space.

4.2.16. Example. In a topological space X with the discrete topology (where every subset of X
is open) a net in the space converges if and only if it is eventually constant.

4.2.17. Definition. A Hausdorff topological space is one in which every pair of distinct points
can be separated by open sets.
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As example 4.2.15 shows nets in general topological spaces need not have unique limits. A
space does not require very restrictive assumptions however to make this pathology go away. For
limits to be unique it is sufficient to require that a space be Hausdorff. Interestingly, it turns out
that this condition is also necessary.

4.2.18. Proposition. If X is a topological space, then the following are equivalent:

(a) X is Hausdorff.
(b) No net in X can converge to more than one point.
(c) The diagonal in X ×X is closed.

(The diagonal of a set S is {(s, s) : s ∈ S} ⊆ S × S.)

4.2.19. Example. Recall from beginning calculus that the nth partial sum of an infinite series∑∞
k=1 xk is defined to be sn =

∑n
k=1 xk. The series is said to converge if the sequence (sn) of

partial sums converges and, if the series converges, its sum is the limit of the sequence (sn) of
partial sums. Thus, for example, the infinite series

∑∞
k=1 2−k converges and its sum is 1.

The idea of summing an infinite series depends heavily on the fact that the partial sums of
the series are linearly ordered by inclusion. The “partial sums” of a net of numbers need not be
partially ordered, so we need a new notion of “summation”, sometimes referred to as unordered
summation.

4.2.20. Notation. If A is a set we denote by FinA the family of all finite subsets of A. (Note
that this is a directed set under the relation ⊆.)

4.2.21. Definition. Let A ⊆ R. For every F ∈ FinA define SF to be the sum of the numbers
in F , that is, SF =

∑
F . Then S =

(
SF
)
F∈FinA

is a net in R. If this net converges, the set A of

numbers is said to be summable; the limit of the net is the sum of A and is denoted by
∑
A.

4.2.22. Definition. A net (xλ) of real numbers is increasing if λ ≤ µ implies xλ ≤ xµ. A net of
real numbers is bounded if its range is.

4.2.23. Example. Let f(n) = 2−n for every n ∈ N, and let x : Fin(N) → R be defined by
x(A) =

∑
n∈A f(n).

(a) The net x is increasing.
(b) The net x is bounded.
(c) The net x converges to 1.
(d) The set of numbers {1

2 ,
1
4 ,

1
8 ,

1
16 , . . . } is summable and its sum is 1.

4.2.24. Example. In a metric space every convergent sequence is bounded. Give an example to
show that a convergent net in a metric space (even in R) need not be bounded.

It is familiar from beginning calculus that bounded increasing sequences in R converge. The
preceding example is a special case of a more general observation: bounded increasing nets in R
converge.

4.2.25. Proposition. Every bounded increasing net
(
x
λ

)
λ∈Λ

of real numbers converges and

limx
λ

= sup{x
λ

: λ ∈ Λ} .

4.2.26. Example. Let (xk) be a sequence of distinct positive real numbers and A = {xk : k ∈ N}.
Then

∑
A (as defined above) is equal to the sum of the series

∑∞
k=1 xk.

4.2.27. Example. The set
{

1
k : k ∈ N

}
is not summable and the infinite series

∑∞
k=1

1
k does not

converge.

4.2.28. Example. The set
{

(−1)k 1
k : k ∈ N

}
is not summable but the infinite series

∑∞
k=1(−1)k 1

k
does converge.
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4.2.29. Proposition. Every summable subset of real numbers is countable.

Hint for proof. If A is a summable set of real numbers and n ∈ N, how many members of A
can be larger than 1/n?

In proposition 4.2.18 we have already seen one example of a way in which nets characterize a
topological property: a space is Hausdorff if and only if limits of nets in the space are unique (when
they exist). Here is another topological property—continuity at a point—that can be conveniently
characterized in terms of nets.

4.2.30. Proposition. Let X and Y be topological spaces. A function f : X → Y is continuous at
a point a in X if and only if f

(
x
λ

)
→ f(a) in Y whenever

(
x
λ

)
is a net converging to a in X.

In metric spaces we characterize interiors and closures of sets in terms of sequences. For general
topological spaces we must replace sequences by nets.

4.2.31. Proposition. A point a in a topological space X is in the interior of a subset S of X if
and only if every net in X that converges to a is eventually in S.

Hint for proof . One direction is easy. In the other use exercise 4.2.12 and the sort of net
constructed in example 4.2.11.

4.2.32. Proposition. A point b in a topological space X belongs to the closure of a subset S of X
if and only if some net in S converges to b.

4.2.33. Proposition. A subset A of a topological space is closed if and only if the limit of every
convergent net in A belongs to A.

4.3. Unordered Summation

Defining unordered summation is no more difficult in normed linear spaces than in R. We
generalize definition 4.2.21.

4.3.1. Definition. Let V be a normed linear space and A ⊆ V . For every F ∈ FinA define

s
F

=
∑

F

where
∑
F is the sum of the (finitely many) vectors belonging to F . Then s =

(
s
F

)
F∈FinA

is a
net in V . If this net converges, the set A is said to be summable; the limit of the net is the sum
of A and is denoted by

∑
A. If {‖a‖ : a ∈ A} is summable, we say that the set A is absolutely

summable.
To accommodate sums in which the same vector appears more than once, we need to make use

of indexed families of vectors. They require a slightly different approach. Suppose, for example,
that A =

(
xi
)
i∈I where I is an arbitrary index set. Then for each F ∈ Fin I

s
F

=
∑
i∈F

xi.

As above s is a net in V . If it converges
(
xi
)
i∈I is summable and its limit is the sum of the indexed

family, and is denoted by
∑

i∈I xi. An alternative way of saying that
(
xi
)
i∈I is summable is to

say that the “series”
∑

i∈I xi converges or that the “sum”
∑

i∈I xi exists. An indexed family(
xi
)
i∈I is absolutely summable if the indexed family

(
‖xi‖

)
i∈I is summable. An alternative way

of saying that
(
xi
)
i∈I is absolutely summable is to say that the “series”

∑
i∈I xi is absolutely

convergent.
Sequences, as usual, are treated as a separate case. Let (ak) be a sequence in V . If the infinite

series
∑∞

k=1 ak (that is, the sequence of partial sums sn =
∑n

k=1 ak) converges to a vector b in
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V , then we say that the sequence (ak) is summable or, equivalently, that the series
∑∞

k=1 ak is a
convergent series. The vector b is called the sum of the series

∑∞
k=1 ak and we write

∞∑
k=1

ak = b .

It is clear that a necessary and sufficient condition for a series
∑∞

k=1 ak to be convergent or,
equivalently, for the sequence (ak) to be summable, is that there exist a vector b in V such that∥∥∥∥b− n∑

k=1

ak

∥∥∥∥→ 0 as n→∞. (4.1)

4.3.2. Proposition. A normed linear space V is complete if and only if every absolutely summable
sequence in V is summable.

Hint for proof . Let (xn) be a Cauchy sequence in a normed linear space in which every abso-
lutely summable sequence is summable. Find a subsequence

(
xnk
)

of (xn) such that ‖xn−xm‖ < 2−k

whenever m, n ≥ nk. If we let y1 = xn1 and yj = xnj − xnj−i for j > 1, then (yj) is absolutely
summable.

4.3.3. Proposition. If
(
xi
)
i∈I and

(
yi
)
i∈I are summable indexed families in a normed linear space

and α is a scalar, then
(
αxi
)
i∈I and

(
xi + yi

)
i∈I are summable; and∑

i∈I
αxi = α

∑
i∈I

xi

and ∑
i∈I

xi +
∑
i∈I

yi =
∑
i∈I

(xi + yi).

4.3.4. Remark. One frequently finds some version of the following “proposition” in textbooks.

If
∑

i∈I xi = u and
∑

i∈I xi = v in a Hilbert (or Banach) space, then u = v.

(I once saw a 6 line proof of this.) Of which result is this a trivial consequence?

4.3.5. Proposition. If
(
xi
)
i∈I is a summable indexed family of vectors in a Hilbert space H and

y is a vector in H, then
(
〈xi, y〉

)
i∈I is a summable indexed family of scalars and∑

i∈I
〈xi, y〉 =

〈∑
i∈I

xi, y

〉
.

The following is a generalization of example 4.1.3.

4.3.6. Example. Let I be an arbitrary nonempty set and l2(I) be the set of all complex valued
functions x on I such that

∑
i∈I |xi|2 <∞. For all x, y ∈ l2(I) define

〈x, y〉 =
∑
i∈I

x(i)y(i).

(a) If x ∈ l2(I), then x(i) = 0 for all but countably many i.
(b) The map (x, y) 7→ 〈x, y〉 is an inner product on the vector space l2(I).
(c) The space l2(I) is a Hilbert space.

4.3.7. Proposition. Let (xn) be a sequence in a Hilbert space. If the sequence regarded as an
indexed family is summable, then the infinite series

∑∞
k=1 xk converges.

4.3.8. Example. The converse of proposition 4.3.7 does not hold.

The direct sum of two Hilbert spaces is a Hilbert space.
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4.3.9. Proposition. If H and K are Hilbert spaces, then their (orthogonal) direct sum (as defined
in 1.2.24) is a Hilbert space.

We can also take the product of more than two Hilbert spaces—even an infinite family of them.

4.3.10. Proposition. Let
(
Hi

)
i∈I be an indexed family of Hilbert spaces. A function x : I →

⋃
Hi

belongs to H =
⊕
i∈I

Hi if x(i) ∈ Hi for every i and if
∑

i∈I‖x(i)‖2 < ∞. Defining 〈 , 〉 on H by

〈x, y〉 :=
∑

i∈I〈x(i), y(i)〉 makes H into an Hilbert space.

4.3.11. Definition. The Hilbert space defined in the preceding proposition is the (external
orthogonal) direct sum of the Hilbert spaces Hi.

4.3.12. Exercise. Is the direct sum defined above (with appropriate morphisms) a product in the
category HSp of Hilbert spaces and bounded linear maps? Is it a coproduct?

4.4. Hilbert space Geometry

4.4.1. Convention. In the context of Hilbert spaces the word “subspace” will always mean closed
vector subspace. The reason for this is that we want a subspace of a Hilbert space to be a Hilbert
space in its own right; that is to say, a subspace of a Hilbert space should be a subobject in the
category of Hilbert spaces (and appropriate morphisms). To indicate that M is a subspace of H we
write M 4 H. A (not necessarily closed) vector subspace of a Hilbert space is also called a linear
subspace or a linear manifold.

4.4.2. Definition. Let A be a nonempty subset of a Banach (or Hilbert) space B. We define the
closed linear span of A (denoted by

∨
A) to be the smallest subspace of B containing A

The preceding definition should provoke instant suspicion. How do we know there is a “smallest”
subspace of B which contains A? One fairly obvious candidate (let’s call it the “abstract” one)
for such a subspace is the intersection of all the subspaces containing A. (Of course, this might
also be nonsense—unless we know that there is at least one subspace containing A and that the
intersection of the family of subspaces containing A is itself a subspace containing A.) Another
plausible candidate (we’ll call it the “constructive” one) is the closure of the span of A. (But is the
closure of a subspace a subspace? And is it the smallest one containing A?) Finally, even if these
two approaches both make sense, are they equivalent definitions? That is, do they both define the
same collection of objects? (Notice how similar all this is to exercise 3.1.24 on convex hulls.)

4.4.3. Proposition. The preceding “abstract” and “constructive” definitions of closed linear span
make sense. And they are equivalent.

4.4.4. Theorem (Minimizing Vector Theorem). If C is a nonempty closed convex subset of a
Hilbert space H and a ∈ Cc, then there exists a unique b ∈ C such that ‖b− a‖ ≤ ‖x− a‖ for every
x ∈ C.

x

a

33

// b

C
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Hint for proof . For the existence part let d = inf{‖x − a‖ : x ∈ C}. Choose a sequence (yn)
of vectors in C such that ‖yn − a‖ → d. To prove that the sequence (yn) is Cauchy, apply the
parallelogram law 1.2.27 to the vectors ym − a and yn − a for m, n ∈ N. The uniqueness part is
similar: apply the parallelogram law to the vectors b − a and c − a where b and c are two vectors
satisfying the conclusion of the theorem.

4.4.5. Example. The vector space R2 under the uniform metric is a Banach space. To see that
in this space the minimizing vector theorem does not hold take C to be the closed unit ball about
the origin and a to be the point (2, 0).

4.4.6. Example. The sets

C1 =

{
f ∈ C([0, 1],R) :

∫ 1/2

0
f −

∫ 1

1/2
f = 1

}
and C2 =

{
f ∈ L1([0, 1],R) :

∫ 1

0
f = 1

}
are examples that show that neither the existence nor the uniqueness claims of the minimizing
vector theorem necessarily holds in a Banach space.

4.4.7. Theorem (Vector Decomposition Theorem). Let H be a Hilbert space and M be a (closed
linear) subspace of H. Then for every x ∈ H there exist unique vectors y ∈ M and z ∈ M⊥ such
that x = y + z.

Hint for proof . Assume x /∈ M (otherwise the result is trivial). Explain how we know that
there exists a unique vector y ∈M such that

‖x− y‖ ≤ ‖x−m‖ (4.2)

for all m ∈ M . Explain why it is enough, for the existence part of the proof, to prove that x − y
is perpendicular to every unit vector m ∈ M . Explain why it is true that for every unit vector
m ∈M

‖x− y‖2 ≤ ‖x− (y + λm)‖2 (4.3)

where λ := 〈x− y,m〉.

4.4.8. Corollary. If M is a subspace of a Hilbert space H, then H = M ⊕M⊥.

4.4.9. Example. The preceding result says that every subspace of a Hilbert space is a direct
summand. This need not true if M is assumed to be just a linear subspace of the space. For
example, notice that M = lc (see example 4.1.5) is a linear subspace of the Hilbert space l2 (see
example 4.1.3) but M⊥ = {0}.

4.4.10. Corollary. A vector subspace A of a Hilbert space H is dense in H if and only if A⊥ = {0}.

4.4.11. Proposition. Every proper subspace of a Hilbert space has empty interior.

4.4.12. Proposition. If a Hamel basis for a Hilbert space is not finite, then it is uncountable.

Hint for proof . Suppose the space has a countably infinite basis {e1, e2, e3, . . . }. For each n ∈ N
let Mn = span{e1, e2, . . . , en}. Apply the Baire category theorem to

⋃∞
n=1Mn keeping in mind the

preceding proposition.

4.4.13. Proposition. Let H be a Hilbert space. Then the following hold:

(a) if A ⊆ H, then A ⊆ A⊥⊥;
(b) if A ⊆ B ⊆ H, then B⊥ ⊆ A⊥;
(c) if M is a subspace of H, then M = M⊥⊥; and
(d) if A ⊆ H, then

∨
A = A⊥⊥.

4.4.14. Proposition. Let M and N be subspaces of a Hilbert space. Then

(a) (M +N)⊥ = (M ∪N)⊥ = M⊥ ∩N⊥, and
(b) (M ∩N)⊥ = M⊥ +N⊥.
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4.4.15. Proposition. Let V be a normed linear space. There exists an inner product on V which
induces the norm on V if and only if the norm satisfies the parallelogram law 1.2.27.

Hint for proof . We say that an inner product 〈 · , · 〉 on V induces the norm ‖ · ‖ if ‖x‖ =√
〈x, x〉 holds for every x in V .) To prove that if a norm satisfies the parallelogram law then it is

induced by an inner product, use the equation in the polarization identity 1.2.29 as a definition.
Prove first that 〈y, x〉 = 〈x, y〉 for all x, y ∈ V and that 〈x, x〉 > 0 whenever x 6= 0. Next, for
arbitrary z ∈ V , define a function f : V → C : x 7→ 〈x, z〉. Prove that

f(x+ y) + f(x− y) = 2f(x) (∗)
for all x, y ∈ V . Use this to prove that f(αx) = αf(x) for all x ∈ V and α ∈ R. (Start with α
being a natural number.) Then show that f is additive. (If u and v are arbitrary elements of V let
x = u + v and y = u − v. Use (∗).) Finally prove that f(αx) = αf(x) for complex α by showing
that f(ix) = i f(x) for all x ∈ V .

4.5. Orthonormal Sets and Bases

4.5.1. Definition. A nonempty subset E of a Hilbert space is orthonormal if e ⊥ f for every
pair of distinct vectors e and f in E and ‖e‖ = 1 for every e ∈ E.

4.5.2. Proposition. In an inner product space every orthonormal set is linearly independent.

4.5.3. Proposition (Bessel’s inequality). Let H be a Hilbert space and E be an orthonormal subset
of H. For every x ∈ H ∑

e∈E
‖〈x, e〉‖2 ≤ ‖x‖2 .

4.5.4. Proposition. Let E be an orthonormal set in a Hilbert space H. Then the following are
equivalent.

(a) E is a maximal orthonormal set.
(b) If x ⊥ E, then x = 0 (E is total).
(c)

∨
E = H (E is a complete orthonormal set).

(d) x =
∑
e∈E
〈x, e〉e for all x ∈ H. (Fourier expansion)

(e) 〈x, y〉 =
∑
e∈E
〈x, e〉〈e, y〉 for all x, y ∈ H. (Parseval’s identity.)

(f) ‖x‖2 =
∑
e∈E
|〈x, e〉|2 for all x ∈ H. (Parseval’s identity.)

4.5.5. Definition. If H is a Hilbert space, then an orthonormal set E satisfying any one (hence
all) of the conditions in proposition 4.5.4 is called an orthonormal basis for H (or a complete
orthonormal set in H, or a Hilbert space basis for H). Notice that this is a very different
thing from the usual (Hamel) basis for a vector space (see 1.1.9).

4.5.6. Proposition. If E is an orthonormal subset of a Hilbert space H, then there exists an
orthonormal basis for H which contains E.

4.5.7. Example. For each n ∈ N let en be the sequence in l2 whose nth coordinate is 1 and all
the other coordinates are 0. Then {en : n ∈ N} is an orthonormal basis for l2. This is the usual
orthonormal basis for l2.

4.5.8. Exercise. A function f : R→ C of the form

f(t) = a0 +

n∑
k=1

(ak cos kt+ bk sin kt)

where a0, . . . , an, b1, . . . , bn are complex numbers is a trigonometric polynomial.
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(a) Explain why complex valued 2π-periodic functions on the real line R are often identified
with complex valued functions on the unit circle T.

(b) Some authors say that a trigonometric polynomial is a function of the form

f(t) =
n∑

k=−n
cke

ikt

where c1, . . . , cn are complex numbers. Explain carefully why this is exactly the same as
the preceding definition.

(c) Justify the use of the term trigonometric polynomial.
(d) Prove that every continuous 2π-periodic function on R is the uniform limit of a sequence

of trigonometric polynomials.

4.5.9. Proposition. Consider the Hilbert space L2([0, 2π],C) with inner product

〈f, g〉 =
1

2π

∫ 2π

0
f(x)g(x) dx.

For every integer n (positive, negative, or zero) let en(x) = einx for all x ∈ [0, 2π]. Then the set of
these functions en for n ∈ Z is an orthonormal basis for L2([0, 2π],C).

4.5.10. Example. The sum of the infinite series
∞∑
k=1

1

k2
is
π2

6
.

Hint for proof . Let f(x) = x for 0 ≤ x ≤ 2π. Regard f as a member of L2([0, 2π]). Find ‖f‖
in two ways.

The next proposition allows us to define the notion of the dimension of a Hilbert space. (In
finite dimensional spaces it agrees with the vector space concept.)

4.5.11. Proposition. Any two orthonormal bases of a Hilbert space have the same cardinality
(that is, they are in one-to-one correspondence).

Proof. See [21], page 29, Theorem 1.

4.5.12. Definition. The dimension of a Hilbert space is the cardinality of any orthonormal basis
for the space.

4.5.13. Proposition. A Hilbert space is separable if and only if it has a countable orthonormal
basis.

Proof. See [30], page 171, Theorem 3.6-4.

4.6. The Riesz-Fréchet Theorem

4.6.1. Example. Let H be a Hilbert space and a ∈ H. Define ψa : H → C : x 7→ 〈x, a〉. Then
ψa ∈ H∗.

Now we generalize theorem 1.2.39 to the infinite dimensional setting. This result is sometimes
called the Riesz representation theorem (which invites confusion with the more substantial result
about representing certain linear functionals as measures) or the little Riesz representation theorem.
This theorem says that the only continuous linear functionals on a Hilbert space are the functions
ψa defined in 4.6.1. In other words, given a continuous linear functional f on a Hilbert space there
is a unique vector a in the space such that the action of f on a vector x can be represented simply
by taking the inner product of x with a.

4.6.2. Theorem (Riesz-Fréchet Theorem). If f ∈ H∗ where H is a Hilbert space, then there exists
a unique vector a in H such that f = ψa. Furthermore, ‖a‖ = ‖ψa‖.
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Hint for proof . For the case f 6= 0, choose a unit vector z in (ker f)⊥. Notice that for every

x ∈ H the vector x− f(x)
f(z) z belongs to ker f .

4.6.3. Corollary. The kernel of every nonzero bounded linear functional on a Hilbert space has
codimension 1.

Hint for proof . The codimension of a subspace of a Hilbert space is the dimension of its
orthogonal complement. This is really a corollary to the proof of the Riesz-Fréchet theorem. In
our proof we found that the vector representing the bounded linear functional f was a (nonzero)
multiple of a unit vector in (ker f)⊥. What would happen if there were two linearly independent
vectors in (ker f)⊥?

4.6.4. Example. Let H be the collection of all absolutely continuous complex valued functions f
on [0, 1] such that f(0) = 0 and f ′ ∈ L2([0, 1], λ). Define an inner product on H by

〈f, g〉 :=

∫ 1

0
f ′(t) g′(t) dt.

We already know that H is a Hilbert space (see example 4.1.7) Fix t ∈ (0, 1]. Define

Et : H → C : f 7→ f(t).

Then Et is a bounded linear functional on H. What is its ‖Et‖? What vector g in H represents
the functional Et?

4.6.5. Exercise. One afternoon your pal Fred R. Dimm comes to you with a problem. “Look,” he
says, “On L2 = L2(R,R) the evaluation functional E0, which evaluates each member of L2 at 0, is
clearly a bounded linear functional. So by the Riesz representation theorem there should be some
function g in L2 such that f(0) = 〈f, g〉 =

∫∞
−∞ fg for all f in L2. But that’s a property of the

‘δ-function’, which I was told doesn’t exist. What am I doing wrong?” Give Freddy some (helpful)
advice.

4.6.6. Exercise. Later the same afternoon Freddy’s back. After considering the advice you gave
him (in the preceding problem) he has revised his question by letting the domain of E0 be the set
of bounded continuous real valued functions defined on R. Patiently you explain to Freddy that
there are now at least two things wrong his invocation of the ‘δ-function’. What are they?

4.6.7. Exercise. The nightmare continues. It’s 11 P. M. and Freddy’s back again. This time
(happily having given up on δ-functions) he wants to apply the representation theorem to the
functional “evaluation at zero” on the space l2(Z). Can he do it? Explain.

4.7. Strong and Weak Topologies on Hilbert Spaces

We recall briefly the definition and crucial facts about weak topologies. For a more detailed
introduction to this class of topologies see any good textbook on topology or section 11.4 of my
notes [13].

4.7.1. Definition. Suppose that S is a set, that for every α ∈ A (where A is an arbitrary index
set) Xα is a topological space, and that fα : S → Xα for every α ∈ A. Let

S = {fα←(Uα) : Uα
◦
⊆ Xα and α ∈ A} .

Use the family S as a subbase for a topology on S. This topology is called the weak topology
induced by (or determined by) the functions fα.

4.7.2. Proposition. Under the weak topology (defined above) on a set S each of the functions fα
is continuous; in fact the weak topology is the weakest topology on S under which these functions
are continuous.
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4.7.3. Proposition. Let X be a topological space with the weak topology determined by a family
F of functions. Prove that a function g : W → X, where W is a topological space, is continuous if
and only if f ◦ g is continuous for every f ∈ F .

4.7.4. Definition. Let
(
Aλ
)
λ∈Λ

be an indexed family of topological spaces. The weak topology on

the Cartesian product
∏
Aλ induced by the family of coordinate projections πλ (see definition 3.5.6)

is called the product topology.

4.7.5. Proposition. The product of a family of Hausdorff spaces is Hausdorff.

4.7.6. Example. Let Y be a topological space with the weak topology (see definition 4.7.1) de-
termined by an indexed family (fα)α∈A of functions where for each α ∈ A the codomain of fα
is a topological space Xα. Then a net

(
y
λ

)
λ∈Λ

in Y converges to a point a ∈ Y if and only if

fα(y
λ
)

λ∈Λ
// fα(a) for every α ∈ A.

4.7.7. Example. If Y =
∏
α∈AXα is a product of nonempty topological spaces with the product

topology (see definition 4.7.4), then a net
(
y
λ

)
in Y converges to a ∈ Y if and only if

(
y
λ

)
α
→ aα

for every α ∈ A.

4.7.8. Example. If V and W are normed linear spaces, then the product topology on V ×W is
the same as the topology induced by the product norm on V ⊕W .

The next example illustrates the inadequacy of sequences when dealing with general topological
spaces.

4.7.9. Example. Let F = F([0, 1]) be the set of all functions f : [0, 1]→ R and give F the product
topology, that is, the weak topology determined by the evaluation functionals

Ex : F → [0, 1] : f 7→ f(x)

where x ∈ [0, 1]. Thus a basic open neighborhood of a point g ∈ F is determined by a finite set of
points A ∈ Fin[0.1] and a number ε > 0:

U(g ; A ; ε) := {f ∈ F : |f(t)− g(t)| < ε for all t ∈ A}.
(What is usual name for this topology?) Let G be the set of all functions in F having finite support.
Then

(a) the constant function 1 belongs to G,
(b) there is a net of functions in G which converges to 1, but
(c) no sequence in G converges to 1.

4.7.10. Definition. A net (x
λ
) in a Hilbert space H is said to converge weakly to a point a

in H if 〈xλ, y〉 // 〈a, y〉 for every y ∈ H. In this case we write x
λ

w // a. In a Hilbert space a
net is said to converge strongly (or converge in norm) if it converges with respect to the
topology induced by the norm. This is the usual type of convergence in a Hilbert space. If we

wish to emphasize a distinction between modes of convergence we may write x
λ

s // a for strong
convergence.

4.7.11. Exercise. Explain why the topology on a Hilbert space generated by the weak convergence
of nets is in fact a weak topology in the usual topological sense of the term.

When we say that a subset of a Hilbert space H is weakly closed we mean that it is closed
with respect to the weak topology on H; a set is weakly compact if it is compact in the weak
topology on H; and so on. A function f : H → H is weakly continuous if it is continuous as a
map from H with the weak topology into H with the weak topology.

4.7.12. Exercise. Let H be a Hilbert space and (x
λ
) be a net in H.

(a) If x
λ

s // a in H, then x
λ

w // a in H
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(b) The strong (norm) topology on H is stronger (bigger) than the weak topology.
(c) Show by example that the converse of (a) does not hold.
(d) Is the norm on H weakly continuous?

(e) If x
λ

w // a in H and if ‖x
λ
‖ // ‖a‖, then x

λ

s // a in H.
(f) If a linear map T : H → H is (strongly) continuous, then it is weakly continuous.

4.7.13. Exercise. Let H be an infinite dimensional Hilbert space. Consider the following subsets
of H:

(a) the open unit ball;
(b) the closed unit ball;
(c) the unit sphere;
(d) a closed linear subspace.

Determine for each of these sets whether it is each of the following: strongly closed, weakly closed,
strongly open, weakly open, strongly compact, weakly compact. (One part of this is too hard at
the moment: Alaoglu’s theorem 6.3.7 will tell us that the closed unit ball is weakly compact.)

4.7.14. Exercise. Let {en : n ∈ N} be the usual basis for l2. For each n ∈ N let an =
√
n en.

Which of the following are correct?

(a) 0 is a weak accumulation point of the set {an : n ∈ N}.
(b) 0 is a weak cluster point of the sequence (an).
(c) 0 is the weak limit of a subsequence of (an).

4.8. Completion of an Inner Product Space

A little review of the topic of completion of metric spaces may be useful here. Occasionally it
may be tempting to think that the completion of a metric space M is a complete metric space of
which some dense subset is homeomorphic to M . The problem with this characterization is that it
may very well produce two “completions” of a metric space which are not even homeomorphic.

4.8.1. Example. Let M be the interval (0,∞) with its usual metric. There exist two complete
metric spaces N1 and N2 such that

(a) N1 and N2 are not homeomorphic,
(b) M is homeomorphic to a dense subset of N1, and
(c) M is homeomorphic to a dense subset of N2.

Here is the correct definition.

4.8.2. Definition. Let M and N be metric spaces. We say that N is a completion of M if N
is complete and M is isometric to a dense subset of N .

In the construction of the real numbers from the rationals one approach is to treat the set of
rationals as a metric space and define the set of reals to be its completion. One standard way of
producing the completion involves equivalence classes of Cauchy sequences of rational numbers.
This technique extends to metric spaces: an elementary way of completing an arbitrary metric
space starts with defining an equivalence relation on the set of Cauchy sequences of elements of the
space. Here is a slightly less elementary but considerably simpler approach.

4.8.3. Proposition. Every metric space M is isometric to subspace of B(M).

Hint for proof . If (M,d) is a metric space fix a ∈ M . For each x ∈ M define φx : M → R
by φx(u) = d(x, u) − d(u, a). Show first that φx ∈ B(M) for every x ∈ M . Then show that
φ : M → B(M) is an isometry.

4.8.4. Corollary. Every metric space has a completion.
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Much of mathematics involves the construction of new objects from old ones—things such as
products, coproducts, quotients, completions, compactifications, and unitizations.

Often it is possible—and highly desirable—to characterize such a construction by means of a di-
agram which describes what the constructed object “does” rather than telling what it “is” or how it
is constructed. Such a diagram is a universal mapping diagram and it describes the universal
property of the object being constructed. In particular it is usually possible to characterize such
a construction by the existence of a unique morphism having some particular property. Because
this morphism and its corresponding property uniquely characterize the construction in question,
they are referred to as a universal morphism and a universal property, respectively. The following
definition is one way of describing the action of such a morphism. If this is your first meeting
with the concept of universal don’t be alarmed by its rather abstract nature. Few people, I think,
feel comfortable with this definition until they have encountered a half dozen or more examples
in different contexts. (There exist even more technical definitions for this important concept. For
example, an initial or terminal object in a comma category. To unravel this, if you are interested,
search for “universal property” in Wikipedia [46].)

4.8.5. Definition. Let A
F // B be a functor between categories A and B and B be an object

in B. A pair (A, u) with A an object in A and u a B-morphism from B to F(A) is a universal
morphism (or universal arrow for B (with respect to the functor F) if for every object A′ in

A and every B-morphism B
f // F(A′) there exists a unique A-morphism A

f̃ //A′ such that the
following diagram commutes.

B F(A)
u //B

F(A′)

f

��

F(A)

F(A′)

F(f̃)

��

A

A′

f̃

��
(4.4)

In this context the object A is often referred to as a universal object in A.

The next proposition shows that the completion of a metric space is universal. In this result
the categories of interest are the category of all metric spaces and uniformly continuous maps and
its subcategory consisting of all complete metric spaces and uniformly continuous maps. Here the
forgetful functor | | just forgets about completeness of objects (and does not alter morphisms).

4.8.6. Proposition. Let M be a metric space and M be its completion. If N is a complete metric
space and f : M → N is uniformly continuous, then there exists a unique uniformly continuous
function f : M → N which makes the following diagram commute.

M |M |ι //M

|N |

f

��

|M |

|N |

|f |

��

M

N

f

��

Universal constructions in any category whatever produce objects that are unique up to iso-
morphism.

4.8.7. Proposition. Universal objects in a category are essentially unique.

The following consequence of propositions 4.8.6 and 4.8.7 allows us to speak of the completion
of a metric space.

4.8.8. Corollary. Metric space completions are unique (up to isometry).
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Now, what about the completion of inner product spaces? As we have seen, every inner product
space is a metric space; so it has a (metric space) completion. The question is: Is this completion
a Hilbert space? The answer is, happily, yes.

4.8.9. Theorem. Let V be an inner product space and H be its metric space completion. Then
there exists an inner product on H which

(a) is an extension of the one on V and
(b) induces the metric on H.





CHAPTER 5

HILBERT SPACE OPERATORS

5.1. Invertible Linear Maps and Isometries

5.1.1. Definition. A bounded linear map T : V →W between normed linear spaces is invertible
if there exists a bounded linear map T−1 : W → V such that T−1T = IV and TT−1 = IW .

5.1.2. Definition. Let M and N be metric spaces with metrics d and ρ, respectively. A function
f : M → N is an isometry if ρ(f(s), f(t)) = d(s, t) for all s, t ∈M .

5.1.3. Definition. A linear map L : V →W between two normed linear spaces is norm preserv-
ing if ‖Lv‖ = ‖v‖ for all v ∈ V .

5.1.4. Definition. A linear map T : H → K between two inner product spaces is inner product
preserving if 〈Tx, Ty〉 = 〈x, y〉 for all x, y ∈ H.

5.1.5. Proposition. Let T : H → K be a linear map between inner product spaces. Then the
following are equivalent:

(a) T is inner product preserving;
(b) T is norm preserving; and
(c) T is an isometry.

5.1.6. Definition. A linear map T : H → K is called an isomorphism if it is surjective and satisfies
any (hence all) of the three conditions in proposition 5.1.5. (Notice that isometries are automatically
injective.)

CAUTION. There are (at least) two important categories in which the objects are Hilbert spaces:

(a) HSp = Hilbert spaces and bounded linear maps, and
(b) HSp1 = Hilbert spaces and linear contractions.

In any category it is usual to define isomorphism to be an invertible morphism. Since it is the (topo-
logical) category of Hilbert spaces and bounded linear maps that we encounter nearly exclusively in
these notes it might seem reasonable to apply the word “isomorphism” to the isomorphisms in this
category—in other words, to invertible maps; while an isomorphism in the more restrictive (geo-
metric) category of Hilbert spaces and linear contractions might reasonably be called an isometric
isomorphism. But this is not the convention. When most mathematicians think of a “Hilbert
space isomorphism” they think of a map which preserves all the Hilbert space structure—including
the inner product. Thus (invoking 5.1.5) the word “isomorphism” when applied to maps between
Hilbert spaces has come to mean isometric isomorphism. And consequently, the isomorphisms in
the more common category HSp are called invertible (bounded linear) maps.

Recall also: We reserve the word “operator” for bounded linear maps from a Hilbert space into
itself.

5.1.7. Example. Define an operator T on the Hilbert space H = L2([0,∞)) by

Tf(t) =

{
f(t− 1), if t ≥ 1

0, if 0 ≤ t < 1.

Then T is an isometry but not an isometric isomorphism. If, on the other hand, H = L2(R) and T
maps each f ∈ H to the function t 7→ f(t− 1), then T is an (isometric) isomorphism.

55
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5.1.8. Example. Let H be the Hilbert space defined in example 4.1.7. Then the differentiation
mapping D : f 7→ f ′ from H into L2([0, 1]) is an isometric isomorphism. What is its inverse?

5.1.9. Example. Let {(Xi, µi) : i ∈ I} be a family of σ-finite measure spaces. Make the disjoint

union X =
⊎
i∈I

Xi into a measure space (X,µ) in the usual way. Then L2(X,µ) is isometrically

isomorphic to the direct sum of the Hilbert spaces L2(Xi, µi).

5.1.10. Example. Let µ be Lebesgue measure on [−π
2 ,

π
2 ] and ν be Lebesgue measure on R. Let

(Uf)(x) =
f(arctanx)√

1 + x2
for all f ∈ L2(µ) and all x ∈ R. Then U is an isometric isomorphism

between L2([−π
2 ,

π
2 ], µ) and L2(R, ν).

5.1.11. Proposition. Every inner product preserving surjection from one Hilbert space into an-
other is automatically linear.

5.1.12. Proposition. If T : H → K is a bounded linear map between Hilbert spaces, then

‖T‖ = sup{|〈Tx, y〉| : ‖x‖ = ‖y‖ = 1} .

Hint for proof . Show first that ‖x‖ = sup{|〈x, y〉| : ‖y‖ = 1}.

5.1.13. Definition. A curve in a Hilbert space H is a continuous map from [0, 1] into H. A curve
is simple if it is injective. If c is a curve and 0 ≤ a < b ≤ 1, then the chord of c corresponding to
the interval [a, b] is the vector c(b) − c(a). Two chords are non-overlapping if their associated
parameter intervals have at most an endpoint in common.

Halmos, in [22], illustrates the roominess of infinite dimensional Hilbert spaces by means of the
following elegant example.

5.1.14. Example. In every infinite dimensional Hilbert space there exists a simple curve which
makes a right-angle turn at each point, in the sense that every pair of non-overlapping chords are
perpendicular.

Hint for proof . Consider characteristic functions in L2([0, 1]).

5.2. Operators and their Adjoints

5.2.1. Proposition. Let S, T ∈ B(H,K) where H and K are Hilbert spaces. If 〈Sx, y〉 = 〈Tx, y〉
for every x ∈ H and y ∈ K, then S = T .

5.2.2. Definition. Let T be an operator on a Hilbert space H. Then QT , the quadratic form
associated with T , is the scalar valued function defined by

QT (x) := 〈Tx, x〉
for all x ∈ H.

An operator on complex Hilbert spaces is zero if and only if its associated quadratic forms is.

5.2.3. Proposition. If H is a complex Hilbert space and T ∈ B(H), then T = 0 if and only if
QT = 0.

Hint for proof . In the hypothesis QT (z) = 0 for all z ∈ H replace z first by y + x and then by
y + ix.

The preceding proposition is one of the few we will encounter that does not hold for both real
and complex Hilbert spaces.

5.2.4. Example. Proposition 5.2.3 is not true if in the hypothesis the word “real” is substituted
for “complex”.
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5.2.5. Definition. A function T : V → W between complex vector spaces is conjugate linear
if it is additive (T (x + y) = Tx + Ty) and satisfies T (αx) = αTx for all x ∈ V and α ∈ C. A
complex valued function of two variables φ : V ×W → C is a sesquilinear functional if it is
linear in its first variable and conjugate linear in its second variable.

If H and K are normed linear spaces, a sesquilinear functional φ on H×K is bounded if there
exists a constant M > 0 such that

|φ(x, y)| ≤M‖x‖‖y‖

for all x ∈ H and y ∈ K.

5.2.6. Proposition. If φ : H ⊕K → C is a bounded sesquilinear functional on the direct sum of
two Hilbert spaces, then the following numbers (exist and) are equal:

(a) sup{|φ(x, y)| : ‖x‖ ≤ 1, ‖y‖ ≤ 1}
(b) sup{|φ(x, y)| : ‖x‖ = ‖y‖ = 1}

(c) sup

{
|φ(x, y)|
‖x‖ ‖y‖

: x, y 6= 0

}
(d) inf{M > 0: |φ(x, y)| ≤M‖x‖ ‖y‖ for all x, y ∈ H}.

Hint for proof . The proof is virtually identical to the corresponding result for linear maps
(see 3.2.5).

5.2.7. Definition. Let φ : H ⊕ K → C be a bounded sesquilinear functional on the direct sum
of two Hilbert spaces. We define ‖φ‖, the norm of φ, to be any of the (equal) expressions in the
preceding result.

5.2.8. Proposition. Let T : H → K be a bounded linear map between Hilbert spaces. Then

φ : H ⊕K → C : (x, y) 7→ 〈Tx, y〉

is a bounded sesquilinear functional on H ⊕K and ‖φ‖ = ‖T‖.

5.2.9. Proposition. Let φ : H × K → C be a bounded sesquilinear functional on the product of
two Hilbert spaces. Then there exist unique bounded linear maps T ∈ B(H,K) and S ∈ B(K,H)
such that

φ(x, y) = 〈Tx, y〉 = 〈x, Sy〉
for all x ∈ H and y ∈ K. Also, ‖T‖ = ‖S‖ = ‖φ‖.

Hint for proof . Show that for every x ∈ H the map y 7→ φ(x, y) is a bounded linear functional
on K.

5.2.10. Definition. Let T : H → K be a bounded linear map between Hilbert spaces. The
mapping (x, y) 7→ 〈Tx, y〉 from H⊕K into C is a bounded sesquilinear functional. By the preceding
proposition there exists an unique bounded linear map T ∗ : K → H called the adjoint of T such
that

〈Tx, y〉 = 〈x, T ∗y〉
for all x ∈ H and y ∈ K. Also, ‖T‖ = ‖T ∗‖.

5.2.11. Example. Recall from example 4.1.3 that the family l2 of all square summable sequences
of complex numbers is a Hilbert space. Let

S : l2 → l2 : (x1, x2, x3, . . . ) 7→ (0, x1, x2, . . . ) .

Then S is an operator on l2,called the unilateral shift operator, and ‖S‖ = 1. The adjoint
S∗ of the unilateral shift is given by

S∗ : l2 → l2 : (x1, x2, x3, . . . ) 7→ (x2, x3, x4, . . . ).
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5.2.12. Example. Let
(
en
)∞
n=1

be an orthonormal basis for a separable Hilbert space H and(
αn
)∞
n=1

be a bounded sequence of complex numbers. Let Ten = αne
n for every n. Then T can be

extended uniquely to a operator on H. What is the norm of this operator? What is its adjoint?

5.2.13. Definition. The operator discussed in the preceding example is known as a diagonal
operator. A common notation for this operator is diag(α1, α2, . . . ).

5.2.14. Example. The range of the diagonal operator diag
(
1, 1

2 ,
1
3 , . . .

)
on the Hilbert space l2 is

not closed.

5.2.15. Example. Let (S,A, µ) be a sigma-finite positive measure space and L2(S, µ) be the
Hilbert space of all (equivalence classes of) complex valued functions on S which are square inte-
grable with respect to µ. Let φ be an essentially bounded complex valued µ-measurable function
on S. Define Mφ on L2(S, µ) by Mφ(f) := φf . Then Mφ is an operator on L2(S, µ); it is called a
multiplication operator. Its norm is given by ‖Mφ‖ = ‖φ‖∞ and its adjoint by Mφ

∗ = Mφ.

It will be convenient to expand definition 1.2.45 slightly.

5.2.16. Definition. Operators S and T on Hilbert spaces H and K, respectively, are said to be
unitarily equivalent if there is an (isometric) isomorphism U : H → K such that T = USU−1.

5.2.17. Example. Let µ be Lebesgue measure on [−π
2 ,

π
2 ] and ν be Lebesgue measure on R. Let

φ(x) = x for x ∈ [−π
2 ,

π
2 ] and ψ(x) = arctanx for x ∈ R. Then the multiplication operators Mφ

and Mψ (on L2([−π
2 ,

π
2 ], µ) and L2(R, ν), respectively) are unitarily equivalent.

5.2.18. Example. Let Let Mφ be a multiplication operator on L2(S, µ) where (S,A, µ) is a σ-finite
measure space as in example 5.2.15. Then Mφ is idempotent if and only if φ is the characteristic
function of some set in A.

One may regard the spectral theorem in beginning linear algebra as saying: Every nor-
mal operator on a finite dimensional inner product space is unitarily equivalent to a
multiplication operator. What is truly remarkable is the way in which this generalizes to infinite
dimensional Hilbert spaces—a subject for much later discussion.

5.2.19. Exercise. Let N3 = {1, 2, 3} and µ be counting measure on N3.

(a) Identify the Hilbert space L2(N3, µ).
(b) Identify the multiplication operators on L2(N3, µ).
(c) Let T be the linear operator on C3 whose matrix representation is2 0 1

0 2 −1
1 −1 1

 .
Use the operator T to illustrate the preceding formulation of the spectral theorem.

5.2.20. Example. Let L2 = L2([0, 1], λ) be the Hilbert space of all (equivalence classes of) complex
valued functions on [0, 1] which are square integrable with respect to Lebesgue measure λ. If
k : [0, 1]× [0, 1]→ C is a bounded Borel measurable function, define K on L2 by

(Kf)(x) =

∫ 1

0
k(x, y)f(y) dy .

Then K is an integral operator and its kernel is the function k. (This is another use
of the word “kernel”; it has nothing whatever to do with the more common use of the word:
kerK = K←({0})—see definition 1.1.12 ). The adjoint K∗ of K is also an integral operator on L2

and its kernel is the function k∗ defined on [0, 1]× [0, 1] by k∗(x, y) = k(y, x).
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Hint for proof . Verify that for f ∈ L2

|(Kf)(x)| ≤ ‖k‖1/2∞
[∫ 1

0
|k(x, y)||f(y)|2 dy

]1/2

.

5.2.21. Example. Let H = L2([0, 1]) be the real Hilbert space of all (equivalence classes of) real
valued functions on [0, 1] which are square integrable with respect to Lebesgue measure. Define V
on H by

V f(x) =

∫ x

0
f(t) dt . (5.1)

Then V is an operator on H. This is a Volterra operator and is an example of an integral
operator. (What is its kernel k ?)

5.2.22. Exercise. Let V be the Volterra operator defined above.

(a) Show that V is injective.
(b) Compute V ∗.
(c) What is V + V ∗? What is its range?

5.2.23. Proposition. If S and T are operators on a Hilbert space H and α ∈ C, then

(a) (S + T )∗ = S∗ + T ∗;
(b) (αT )∗ = αT ∗;
(c) T ∗∗ = T ; and
(d) (TS)∗ = S∗T ∗.

5.2.24. Proposition. Let T be an operator on a Hilbert space H. Then

(a) ‖T ∗‖ = ‖T‖ and

(b) ‖T ∗T‖ = ‖T‖2.

Hint for proof . Notice that since T = T ∗∗ to prove (a) it is sufficient to show that ‖T‖ ≤ ‖T ∗‖.
To this end observe that ‖Tx‖2 = 〈T ∗Tx, x〉 ≤ ‖T ∗‖‖T‖ whenever x ∈ H and ‖x‖ ≤ 1. From this

conclude that ‖T‖2 ≤ ‖T ∗T‖ ≤ ‖T ∗‖‖T‖.

The rather innocent looking condition (b) in the preceding proposition will turn out to be the
property of fundamental interest when we study the spectral theory of Hilbert space operators.

5.2.25. Proposition. If T is an operator on a Hilbert space, then

(a) kerT ∗ = (ranT )⊥,
(b) ranT ∗ = (kerT )⊥,
(c) kerT = (ranT ∗)⊥, and
(d) ranT = (kerT ∗)⊥.

Compare the preceding result with theorem 1.2.43.

5.2.26. Definition. An operator T on a normed linear space V is bounded away from zero
(or bounded below) if there exists a number δ > 0 such that ‖Tx‖ ≥ δ‖x‖ for all x ∈ V .

5.2.27. Example. Clearly if an operator is bounded away from zero, then it is injective. The
operator T : x 7→ (x1,

1
2x2,

1
3x3, . . . ) defined on the Hilbert space l2 shows that being bounded away

from zero is a strictly stronger condition than being injective.

5.2.28. Proposition. If a Hilbert space operator is bounded away from zero, it has closed range.

5.2.29. Proposition. An operator on a Hilbert space is invertible if and only if it is bounded away
from zero and has dense range.

5.2.30. Proposition. The pair of maps H 7→ H and T 7→ T ∗ taking every Hilbert space to itself
and every bounded linear map between Hilbert spaces to its adjoint is a contravariant functor from
the category HSp of Hilbert spaces and bounded linear maps to itself.
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5.2.31. Proposition. Let H be a Hilbert space, T ∈ B(H), M = H ⊕ {0}, and N be the graph
of T .

(a) Then N is a closed linear subspace of H ⊕H.
(b) T is injective if and only if M ∩N = {(0, 0)}.
(c) ranT is dense in H if and only if M +N is dense in H ⊕H.
(d) T is surjective if and only if M +N = H ⊕H.

5.2.32. Example. There exists a Hilbert space H with subspaces M and N such that M +N is
not closed.

5.2.33. Proposition. Let H and K be Hilbert spaces and V be a vector subspace of H. Every
bounded linear map T : V → K can be extended to a bounded linear map from V , the closure of V ,
without increasing its norm.

5.2.34. Exercise. Let E be an orthonormal basis for a Hilbert space H. Discuss linear transfor-
mations T on H such that T (e) = 0 for every e ∈ E . Give a nontrivial example.

5.3. Algebras with Involution

5.3.1. Definition. An involution on an algebra A is a map x 7→ x∗ from A into A which satisfies

(a) (x+ y)∗ = x∗ + y∗,
(b) (αx)∗ = αx∗,
(c) x∗∗ = x, and
(d) (xy)∗ = y∗x∗

for all x, y ∈ A and α ∈ C. An algebra on which an involution has been defined is a ∗ -algebra
(pronounced “star algebra”). If a is an element of a ∗ -algebra, then a∗ is called the adjoint of a.

An algebra homomorphism φ between ∗ -algebras which preserves involution (that is, such that
φ(a∗) = (φ(a))∗) is a ∗ -homomorphism (pronounced “star homomorphism”. A ∗ -homomorphism
φ : A→ B between unital algebras is said to be unital if φ(1A) = 1B. In the category of ∗ -algebras
and ∗ -homomorphisms, the isomorphisms (called for emphasis ∗ -isomorphisms) are the bijective
∗ -homomorphisms.

5.3.2. Example. In the algebra C of complex numbers the map z 7→ z of a number to its complex
conjugate is an involution.

5.3.3. Example. The map of an n × n matrix to its conjugate transpose is an involution on the
unital algebra Mn.

5.3.4. Example. Let X be a compact Hausdorff space. The map f 7→ f of a function to its
complex conjugate is an involution in the algebra C(X).

5.3.5. Example. The map T 7→ T ∗ of a Hilbert space operator to its adjoint is an involution in
the algebra B(H) (see proposition 5.2.23).

5.3.6. Proposition. Let a and b be elements of a ∗ -algebra. Then a commutes with b if and only
if a∗ commutes with b∗.

5.3.7. Proposition. In a unital ∗ -algebra 1∗ = 1.

5.3.8. Proposition. If a ∗ -algebra A has a left multiplicative identity e, then A is unital and
e = 1A.

5.3.9. Proposition. Let a be an element of a unital ∗ -algebra. Then a∗ is invertible if and only
if a is. And when a is invertible we have

(a∗)−1 =
(
a−1
)∗
.
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5.4. Self-Adjoint Operators

5.4.1. Definition. An element a of a ∗ -algebra A is self-adjoint (or Hermitian) if a∗ = a. It
is normal if a∗a = aa∗. And it is unitary if a∗a = aa∗ = 1. The set of all self-adjoint elements of
A is denoted by H(A), the set of all normal elements by N(A), and the set of all unitary elements
by U(A).

5.4.2. Proposition. Let a be an element of a complex ∗ -algebra. Then there exist unique self-
adjoint elements u and v such that a = u+ iv.

Hint for proof . Think of the special case of writing a complex number in terms of its real and
imaginary parts.

5.4.3. Definition. Let S be a subset of a ∗ -algebra A. Then S∗ = {s∗ : s ∈ S}. The subset S
is self-adjoint if S∗ = S.

A nonempty self-adjoint subalgebra of A is a ∗ -subalgebra (or a sub-∗ -algebra).

CAUTION. The preceding definition does not say that the elements of a self-adjoint subset of a
∗ -algebra are themselves self-adjoint.

5.4.4. Proposition. An operator T on a complex Hilbert space H is self-adjoint if and only if its
associated quadratic form QT is real valued.

Hint for proof . Use the same trick as in 5.2.3. In the hypothesis that QT (z) is always real,
replace z first by y + x and then by y + ix.

5.4.5. Definition. Let T be an operator on a Hilbert space H. The numerical range of T ,
denoted by W (T ), is the range of the restriction to the unit sphere of H of the quadratic form
associated with T . That is,

W (T ) := {QT (x) : x ∈ H and ‖x‖ = 1}.
The numerical radius of T , denoted by w(T ), is sup{|λ| : λ ∈W (T )}.

5.4.6. Proposition. If T is a self-adjoint Hilbert space operator, then ‖T‖ = w(T ).

Hint for proof . The hard part is showing that ‖T‖ ≤ w(T ). To this end show first that

QT (x+ y)−QT (x− y) = 4<〈Tx, y〉 (5.2)

for all vectors x and y in the Hilbert space, where QT is the quadratic form associated with T and
<z is the real part of the complex number z. Use this to verify that if ‖x‖ = ‖y‖ = 1, then

<〈Tx, y〉 ≤ w(T ). (5.3)

Write the complex number 〈Tx, y〉 in polar form reiθ. Clearly if we replace x by e−iθx in inequal-
ity (5.3) the resulting inequality still holds whenever ‖x‖ = ‖y‖ = 1.

Finally notice that if ‖x‖ = 1 and y is any vector in H such that Tx = ‖Tx‖ y, then

‖Tx‖ = 〈Tx, y〉 . (5.4)

Then the desired result follows immediately.

In proposition 5.2.3 we saw that an operator T on a complex Hilbert space is zero if and only
if its associated quadratic form is. It is an easy corollary of the preceding proposition that this
equivalence also holds for self-adjoint operators on a real Hilbert space.

5.4.7. Corollary. Let T be a self-adjoint operator on a Hilbert space. Then T = 0 if and only if
its associated quadratic form QT is zero.

5.4.8. Definition. An operator T on a Hilbert space H is positive if it is self-adjoint and its
associated quadratic form is positive (QT (x) ≥ 0 for every x ∈ H).
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5.4.9. Exercise. Let H be a complex Hilbert space and T be a positive operator on H. Define

〈x, y〉1 := 〈Tx, y〉 and ‖x‖1 ≡
√
〈x, x〉1

for all x ∈ H.

(a) Prove that ‖ ‖1 is a norm if and only if kerT = {0}.
(b) Suppose kerT = {0}. Show that the norms ‖ ‖ and ‖ ‖1 induce the same topology on H

if and only if T is invertible in B(H). Hint. When there are two topologies on H, it is
frequently useful to consider the identity operator on H.

(c) Suppose T is invertible in B(H). For S ∈ B(H) find an expression for the adjoint of S
with respect to the inner product 〈 , 〉1.

5.5. Projections

5.5.1. Convention. At the moment our attention is focused primarily on operators on Hilbert
spaces. In this context the term projection is always taken to mean orthogonal projection (see
definition 1.2.49). Thus a Hilbert space operator is called a projection if P 2 = P and P ∗ = P .

We generalize the definition of “(orthogonal) projection” from Hilbert spaces to ∗ -algebras.

5.5.2. Definition. A projection in a ∗ -algebra A is an element p of the algebra which is idem-
potent (p2 = p) and self-adjoint (p∗ = p). The set of all projections in A is denoted by P(A). In the
case of B(H), the bounded operators on a Hilbert space, we write P(H), or, if H is understood,
just P, for the more informative P(B(H)).

5.5.3. Proposition. Every operator on a Hilbert space that is an isometry on the orthogonal
complement of its kernel has closed range.

Hint for proof . Notice first that if M = (kerT )⊥, where T is the operator in question, then
ranT = T→(M).

5.5.4. Proposition. Let P be a projection on a Hilbert space H. Then

(a) Px = x if and only if x ∈ ranP ;
(b) kerP = (ranP )⊥; and
(c) H = kerP ⊕ ranP .

In part (c) of the preceding proposition the symbol ⊕ stands of course for orthogonal direct
sum (see the paragraph following 1.2.49).

5.5.5. Proposition. Let M be a subspace of a Hilbert space H. If P ∈ B(H), if Px = x for every
x ∈M , and if Px = 0 for every x ∈M⊥, then P is the projection of H onto M .

In the remainder of this section it is important to keep firmly in mind that the spaces B(H)
of Hilbert space operators are examples of ∗ -algebras, and that (orthogonal) projections on a
Hilbert space are examples of projections in ∗ -algebras. Thus on the one hand, everything that
is claimed for such projections in ∗ -algebras holds for Hilbert space projections. For lack of a
better name we will refer to these results as documenting the abstract structure of projections.
On the other hand, Hilbert space projections have additional structure which makes no sense in
general ∗ -algebras: they have domains and ranges, and they act on vectors. When we investigate
such matters we will say we are dealing with the spatial (or concrete) structure of projections.
Notice how these two views alternate in the remainder of this section.

Our first result gives necessary and sufficient conditions for the sum of projections to be a
projection.

5.5.6. Proposition. Let p and q be projections in a ∗ -algebra. Then the following are equivalent:

(a) pq = 0;
(b) qp = 0;
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(c) qp = −pq;
(d) p+ q is a projection.

5.5.7. Definition. Let p and q be projections in a ∗ -algebra. If any of the conditions in the
preceding result holds, then we say that p and q are orthogonal and write p ⊥ q. (Thus for
operators on a Hilbert space we could correctly, if unpleasantly, speak of orthogonal orthogonal
projections!)

Next is the corresponding spatial result for the sum of two projections.

5.5.8. Proposition. Let P and Q be projections on a Hilbert space H. Then P ⊥ Q if and only
if ranP ⊥ ranQ. In this case P +Q is a projection whose kernel is kerP ∩ kerQ and whose range
is ranP + ranQ.

5.5.9. Example. On a Hilbert space (orthogonal) projections need not commute. For example let
P be the projection of the (real) Hilbert space R2 onto the line y = x and Q be the projection of
R2 onto the x-axis. Then PQ 6= QP .

The product of two projections is a projection if and only if they commute.

5.5.10. Proposition. Let p and q be projections in a ∗ -algebra. Then pq is a projection if and
only if pq = qp.

5.5.11. Proposition. Let P and Q be projections on a Hilbert space H. If PQ = QP , then PQ
is a projection whose kernel is kerP + kerQ and whose range is ranP ∩ ranQ.

5.5.12. Proposition. Let p and q be projections in a ∗ -algebra. Then the following are equivalent:

(a) pq = p;
(b) qp = p;
(c) q − p is a projection.

5.5.13. Definition. Let p and q be projections in a ∗ -algebra. If any of the conditions in the
preceding result holds, then we write p � q.

5.5.14. Proposition. Let P and Q be projections on a Hilbert space H. Then the following are
equivalent:

(a) P � Q;
(b) ‖Px‖ ≤ ‖Qx‖ for all x ∈ H; and
(c) ranP ⊆ ranQ.

In this case Q−P is a projection whose kernel is ranP + kerQ and whose range is ranQ	 ranP .

Notation: Let H, M , and N be subspaces of a Hilbert space. The assertion H = M ⊕N , may be
rewritten as M = H 	N (or N = H 	M).

5.5.15. Proposition. The operation � defined in 5.5.13 for projections on a ∗ -algebra A is a
partial ordering on P(A). If p is a projection in A, then 0 � p � 1.

5.5.16. Proposition. Suppose p and q are projections on a ∗ -algebra A. If pq = qp, then the
infimum of p and q, which we denote by p f q, exists with respect to the partial ordering � and
p f q = pq. The infimum p f q may exist even when p and q do not commute. A necessary and
sufficient condition that p ⊥ q hold is that both pf q = 0 and pq = qp hold.

5.5.17. Proposition. Suppose p and q are projections on a ∗ -algebra A. If p ⊥ q, then the
supremum of p and q, which we denote by p g q, exists with respect to the partial ordering � and
pg q = p+ q. The supremum pg q may exist even when p and q are not orthogonal.
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5.6. Normal Operators

5.6.1. Proposition. An operator T on a Hilbert space H is normal if and only if ‖Tx‖ = ‖T ∗x‖
for all x ∈ H.

Hint for proof . Use corollary 5.4.7.

5.6.2. Corollary. If T is a normal operator on a Hilbert space, then kerT = kerT ∗.

5.6.3. Proposition. If T is a normal operator on a Hilbert space, then ‖T 2‖ = ‖T‖2.

Hint for proof . Substitute Tx for x in proposition 5.6.1. Use proposition 5.2.24.

5.6.4. Proposition. If T is a normal operator on a Hilbert space H, then

H = ranT ⊕ kerT .

5.6.5. Corollary. A normal operator on a Hilbert space has dense range if and only if it is injective.

5.6.6. Example. The unilateral shift operator (5.2.11) is an example of a Hilbert space operator
that is injective but does not have dense range. Its adjoint has dense range (in fact, is surjective)
but is not injective.

5.6.7. Corollary. A normal operator on a Hilbert space is invertible if and only if it is bounded
away from zero.

5.7. Operators of Finite Rank

5.7.1. Definition. The rank of a linear map is the (vector space) dimension of its range. Thus
an operator of finite rank is one which has finite dimensional range. We denote by FR(V ) the
collection of finite rank operators on a vector space V .

5.7.2. Example. For vectors x and y in a Hilbert space H define

x⊗ y : H → H : z 7→ 〈z, y〉x .
If x and y are nonzero vectors in H, then x⊗ y is a rank-one operator on H.

The next two propositions identify the adjoints and composites of these rank-one operators.

5.7.3. Proposition. If u and v are vectors in a Hilbert space, then

(u⊗ v)∗ = v ⊗ u .

5.7.4. Proposition. If u, v, x, and y are vectors in a Hilbert space, then

(u⊗ v)(x⊗ y) = 〈x, v〉(u⊗ y) .

5.7.5. Proposition. If x is a vector in a Hilbert space H, then x ⊗ x is a rank-one projection if
and only if x is a unit vector.

5.7.6. Proposition. Suppose that {e1, e2, e3, . . . , en} is an orthonormal set in a Hilbert space H.
Let M = span{e1, . . . , en}. Then P =

∑n
k=1 e

k ⊗ ek is the orthogonal projection of H onto M .

5.7.7. Proposition. If u and v are vectors in a Hilbert space and T is an operator on H, then

T (u⊗ v) = (Tu)⊗ v .

5.7.8. Proposition. If u and v are vectors in a Hilbert space and T is an operator on H, then

(u⊗ v)T = u⊗ T ∗v .

We will see shortly that the family of all finite rank operators on a Hilbert space is a minimal
∗ -ideal in the ∗ -algebra B(H). In preparation for this we review a few basic facts about ideals in
algebras.
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5.7.9. Definition. An left ideal in an algebra A is a vector subspace J of A such that AJ ⊆ J .
(For right ideals, of course, we require JA ⊆ J .) We say that J is an ideal if it is a two-sided
ideal, that is, both a left and a right ideal. A proper ideal is an ideal which is a proper subset
of A.

The ideals {0} and A are often referred to as the trivial ideals of A. The algebra A is simple
if it has no nontrivial ideals.

A maximal ideal is a proper ideal that is properly contained in no other proper ideal. We
denote the family of all maximal ideals in an algebra A by MaxA. A minimal ideal is a nonzero
ideal that properly contains no other nonzero ideal.

5.7.10. Convention. Whenever we refer to an ideal in an algebra we understand it to be a two-
sided ideal (unless the contrary is stated).

5.7.11. Proposition. No invertible element in a unital algebra can belong to a proper ideal.

5.7.12. Proposition. Every proper ideal in a unital algebra A is contained in a maximal ideal.
Thus, in particular, MaxA is nonempty whenever A is a unital algebra.

Hint for proof . Zorn’s lemma.

5.7.13. Proposition. Let a be an element of a commutative algebra A. If A is unital and a is not
invertible, then aA is a proper ideal in A.

5.7.14. Definition. The ideal aA in the preceding proposition is the principal ideal generated
by a.

5.7.15. Definition. Let J be an ideal in an algebra A. Define an equivalence relation ∼ on A by

a ∼ b if and only if b− a ∈ J.
For each a ∈ A let [a] be the equivalence class containing a. Let A/J be the set of all equivalence
classes of elements of A. For [a] and [b] in A/J define

[a] + [b] := [a+ b] and [a][b] := [ab]

and for α ∈ C and [a] ∈ A/J define
α[a] := [αa] .

Under these operations A/J becomes an algebra. It is the quotient algebra of A by J . The
notation A/J is usually read “A mod J”. The surjective algebra homomorphism

π : A→ A/J : a 7→ [a]

is called the quotient map.

5.7.16. Proposition. The preceding definition makes sense and the claims made therein are cor-
rect. Furthermore, if the ideal J is proper, then the quotient algebra A/J is unital if A is.

Hint for proof . You will need to show that:

(a) ∼ is an equivalence relation.
(b) Addition and multiplication of equivalence classes is well defined.
(c) Multiplication of an equivalence class by a scalar is well defined.
(d) A/J is an algebra.
(e) The “quotient map” π really is a surjective algebra homomorphism.

(At what point is it necessary that we factor out an ideal and not just a subalgebra?)

5.7.17. Definition. In an algebra A with involution a ∗ -ideal is a self-adjoint ideal in A.

5.7.18. Proposition. Suppose that J is a ∗ -ideal in a ∗ -algebra A. In the quotient algebra A/J ,
as developed in 5.7.15, define [a]∗ := [a∗] for every [a] ∈ A/J . This is well-defined and makes A/J
into a ∗ -algebra.
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5.7.19. Proposition. Let H be a Hilbert space. Then the family FR(H) of all finite rank operators
on H is a ∗ -ideal in the ∗ -algebra B(H).

5.7.20. Proposition. Let T be an operator of rank-n on a Hilbert space H. Then there exist
vectors u1, . . . , un, v1, . . . , vn in H such that

T =
n∑
k=1

uk ⊗ vk .

Hint for proof . Let {e1, . . . , en} be an orthonormal basis for the range of T . For an arbitrary
vector x ∈ H write out the Fourier expansion of Tx (see proposition 4.5.4(d) ).

5.7.21. Corollary. Every rank-one operator on a Hilbert space is of the form u ⊗ v for some
nonzero vectors u and v in H.

5.7.22. Corollary. Every finite rank operator on a Hilbert space is a sum of (finitely many) rank-
one operators.

5.7.23. Proposition. If H is a Hilbert space, then the family FR(H) of finite rank operators on
H is a minimal ideal in B(H).

Hint for proof . Let J be a nonzero ideal in B(H). We need to show that J contains FR(H).
By proposition 5.7.20 it suffices to prove that J contains every operator of the form u⊗ v. To this
end let T be any nonzero member of J, let y be a unit vector in the range of T , and let x be any
vector in H such that y = Tx. Consider the operator (u⊗ y)T (x⊗ v).

Although the set of finite rank operators is an ideal in the Banach algebra of operators on a
Hilbert space, it is not a closed ideal and, as a consequence, turns out not to be an appropriate
set to factor out in hopes of getting a quotient object in the category of Banach algebras. The
closure of the ideal of finite rank operators on a Hilbert space is the ideal of compact operators.
In a sense it would be a natural next step to examine the properties of this class of operators,
among which we find some of the most important operators in applications, integral operators,
for example. However, a smoother and more perspicuous exposition is possible with an expanded
collection of tools at our disposal. So for the next few chapters we will concentrate on developing
some of the most useful tools in functional analysis.



CHAPTER 6

BANACH SPACES

6.1. The Hahn-Banach Theorems

It should be said at the beginning that referring to “the” Hahn-Banach theorem is something
of a misnomer. A writer who claims to be using the Hahn-Banach theorem may be using any
of a dozen or so versions of the theorem or its corollaries. What do the various versions have in
common? Basically they assure us that Banach spaces have a rich enough supply of bounded linear
functionals to make their dual spaces useful tools in studying the spaces themselves. That is, they
guarantee an interesting and productive duality theory. Below we develop four versions of the result
and three of its corollaries. We will succumb to usual practice: when in the sequel we make use
of any of these results we will say we are using “the” Hahn-Banach theorem. Incidentally, in the
name Banach, the “a”’s are pronounced as in car, the “ch” as in chaos, and the accent is on the
first syllable (BA-nach).

6.1.1. Definition. A real valued function f on a real vector space V is a sublinear functional
if f(x+ y) ≤ f(x) + f(y) and f(αx) = αf(x) for all x, y ∈ V and α ≥ 0.

6.1.2. Example. A norm on a real vector space is a sublinear functional.

Our first version of the Hahn-Banach theorem is pure linear algebra and applies only to real
vector spaces. It allows us to extend certain linear functionals on such spaces from subspaces to
the whole space.

6.1.3. Theorem (Hahn-Banach theorem I). Let M be a subspace of a real vector space V and p
be a sublinear functional on V . If f is a linear functional on M such that f ≤ p on M , then f has
an extension g to all of V such that g ≤ p on V .

Hint for proof . In this theorem the notation h ≤ p means that domh ⊆ dom p = V and that
h(x) ≤ p(x) for all x ∈ domh. In this case we say that h is dominated by p. We write f 4 g if g
is an extension of f (that is, if f(x) = g(x) for all x ∈ dom f).

Let S be the family of all real valued linear functionals on subspaces of V which are extensions
of f and are dominated by p. The family S is partially ordered by 4. Use Zorn’s lemma to produce
a maximal element g of S. The proof is finished if you can show that dom g = V .

To this end, suppose to the contrary that there is a vector c ∈ V which does not belong
to D = dom g. Prove first that

g(y)− p(y − c) ≤ −g(x) + p(x+ c) (6.1)

for all x, y ∈ D. Conclude that there is a number γ which lies between the supremum of all the
numbers on the left side of (6.1) and the infimum of those on the right.

Let E be the span of D ∪ {c}. Define h on E by h(x+ αc) = g(x) + αγ for x ∈ D and α ∈ R.
Now show h ∈ S. (Take α > 0 and work separately with h(x+ αc) and h(x− αc).)

The next theorem is the version of theorem 6.1.3 for spaces with complex scalars. It is sometimes
referred to as the Bohnenblust-Sobczyk-Suhomlinov theorem.

6.1.4. Theorem (Hahn-Banach theorem II). Let V be a complex vector space, p be a seminorm
on V , and M be a subspace of V . If f : M → C is a linear functional such that |f | ≤ p, then f has
an extension g which is a linear functional on all of V satisfying |g| ≤ p.

67
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Hint for proof . This result is essentially a straightforward corollary to the real version of the
Hahn-Banach theorem given above in 6.1.3. Let VR be the real vector space associated with V
(same vectors but using only R as the scalar field). Notice that if u is the real part of f (that
is, u(x) = <(f(x)) for each x ∈ M), then u is an R-linear functional on M (that is, f(x + y) =
f(x) + f(y) and f(αx) = αf(x) for all x, y ∈ M and all α ∈ R) and f(x) = u(x) − i u(ix). And
conversely, if u is a R-linear functional on some vector space, then f(x) := u(x) − i u(ix) defines
a (complex valued) linear functional on that space. Notice also that if u is the real part of f ,
then |u(x)| ≤ p for all x if and only if |f(x)| ≤ p for all x. With these observations in mind just
apply 6.1.3 to the real part of f on VR.

Next is perhaps the most often used version of the Hahn-Banach theorem.

6.1.5. Theorem (Hahn-Banach theorem III). Let M be a vector subspace of a (real or complex)
normed linear space V . Then every continuous linear functional f on M has an extension g to all
of V such that ‖g‖ = ‖f‖.

Hint for proof . Consider the function p : V → R : x 7→ ‖f‖‖x‖.

It is sometimes useful, when proving a theorem, to consider the possibility of more “natural”
or even more “obvious” proofs. On occasion one is rewarded by an enlightening simplification and
clarification of complex material. And sometimes one is fooled.

6.1.6. Exercise. Your buddy Fred R. Dimm thinks he has discovered a really simple direct proof of
the version of the Hahn-Banach theorem given in proposition 6.1.5: A continuous linear functional
f defined on a (linear) subspace M of a normed linear space V can be extended to a continuous
linear functional g on all of V without increasing its norm. He says that all one needs to do is let
N be any vector space complement of M and let B be a (Hamel) basis for N . Define g(e) = 0 for
every vector e ∈ B and g = f on M . Then extend g by linearity to all of V . Surely, Fred says, g is
linear by construction and its norm has not increased since we have made it zero where it was not
previously defined. Show Fred the error of his ways.

6.1.7. Theorem (Hahn-Banach theorem IV). Let V be a (real or complex) normed linear space,
M be a vector subspace of V , and suppose that y ∈ V is such that d := dist(y,M) > 0. Then there
exists a functional g ∈ V ∗ such that g→(M) = {0}, g(y) = d, and ‖g‖ = 1.

Hint for proof . Let N := span (M ∪ {y}) and define f : N → K : x+αy 7→ αd (x ∈M , α ∈ K).

The most useful special case of the preceding theorem is when M = {0} and y 6= 0. This tells
us that the only way for f(x) to vanish for every f ∈ V ∗ is for x to be the zero vector.

6.1.8. Corollary. Let V be a normed linear space and x ∈ V . If f(x) = 0 for every f ∈ V ∗, then
x = 0.

6.1.9. Definition. A family G(S) of scalar valued functions on a set S separates points of S if
for every pair x and y of distinct points in S there exists a function f ∈ G(S) such that f(x) 6= f(y).

6.1.10. Corollary. If V is a normed linear space, then V ∗ separates points of V .

6.1.11. Corollary. Let V be a normed linear space and x ∈ V . Then there exists f ∈ V ∗ such
that ‖f‖ = 1 and f(x) = ‖x‖.

6.1.12. Proposition. Let V be a normed linear space, {x1, . . . , xn} be a linearly independent subset
of V , and α1, . . . , αn be scalars. Then there exists an f in V ∗ such that f(xk) = αk for 1 ≤ k ≤ n.

Hint for proof . For x =
∑n

k=1 βkxk let g(x) =
∑n

k=1 αkβk.

6.1.13. Proposition. Let V be a normed linear space and 0 6= x ∈ V . Then

‖x‖ = max{|f(x)| : f ∈ V ∗ and ‖f‖ ≤ 1} .
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The use of max instead of sup in the preceding proposition is intentional. There exists an f in
the closed unit ball of V ∗ such that f(x) = ‖x‖.

6.1.14. Proposition. Let V be a normed linear space. If V ∗ is separable, then so is V .

6.2. Natural Transformations

6.2.1. Definition. Let A and B be categories and F , G : A → B be covariant functors. A
natural transformation from F to G is a map τ which assigns to each object A in A a
morphism τA : F (A) → G(A) in B in such a way that for every morphism α : A → A′ in A the
following diagram commutes.

F (A)
F (α)−−−−→ F (A′)

τA

y yτA′
G(A) −−−−→

G(α)
G(A′)

We denote such a transformation by τ : F → G. (The definition of a natural transformation between
two contravariant functors should be obvious: just reverse the horizontal arrows in the preceding
diagram.

A natural transformation τ : F → G is a natural equivalence if each morphism τA is an
isomorphism in B.

6.2.2. Example. Recall that if V is a normed linear space its dual space V ∗ is the set of all
continuous linear functionals on V . On V ∗ addition and scalar multiplication are defined pointwise.
The norm is the usual operator norm: if f ∈ V ∗, then

‖f‖ := inf{M > 0: |f(x)| ≤M‖x‖for all x ∈ V } = sup{|f(x)| : ‖x‖ ≤ 1}.
Under the metric induced by this norm the dual space V ∗ is complete and thus is a Banach space.
If T : V → W is a continuous linear map between normed linear spaces, T ∗ : W ∗ → V ∗ is defined
as for vector spaces: T ∗(g) = g ◦ T for every g ∈ W ∗. The map T ∗, called the adjoint of T , is
a continuous linear map. The dual V ∗∗ of the dual V ∗ of a normed linear space V is the second
dual of V and T ∗∗ :=

(
T ∗
)∗

maps V ∗∗ into W ∗∗. If V is a normed linear space, then the map
τ
V

: V → V ∗∗ : x 7→ x∗∗ where x∗∗(f) = f(x) for all f ∈ V ∗ is called the natural embedding of
V into V ∗∗. (It is not altogether obvious that this mapping is injective. We will show that it is in
proposition 6.2.5.)

On the category BAN∞ of Banach spaces and bounded linear transformations let I be the
identity functor and ( · )∗∗ be the second dual functor. Then the natural embedding τ is a natural
transformation from I to ( · )∗∗.

6.2.3. Example. Explain exactly what is meant when people say that the isomorphism

C(X ] Y ) ∼= C(X)× C(Y )

is a natural equivalence. The categories involved are CpH (compact Hausdorff spaces and contin-
uous maps) and BAN∞ (Banach spaces and bounded linear transformations).

6.2.4. Example. On the category CpH of compact Hausdorff spaces and continuous maps let
I be the identity functor and let C∗ be the functor which takes a compact Hausdorff space X to
the Banach space (C(X))∗ and takes a continuous function φ : X → Y between compact Hausdorff
spaces to the contractive linear transformation C∗φ = (Cφ)∗. Define the evaluation map E by

EX : X → C∗(X) : x 7→ EX(x)

where (EX(x))(f) = f(x) for all f ∈ C(X).

(a) Notice that this definition does make sense. If x ∈ X, then EX(x) really does belong
to C∗(X).
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(b) Show that the map E makes the following diagram commute

X
φ

//

EX

��

Y

EY

��
C∗(X)

C∗(φ)

// C∗(Y )

The preceding example may seem a bit disappointing. It seems very much as if we are at-
tempting to establish a natural transformation between the identity functor (on CpH) and the C∗
functor. The problem, of course, is that the two functors have different target categories. This is a
question we will deal with later. The evaluation map EX : X → C∗(X) is certainly not surjective.
Notice, for example, that every functional of the form EX(x) preserves multiplication (as well as
addition and scalar multiplication). A consequence of this turns out to be that such functionals all
live on the unit sphere of C∗(X). With a new topology (the so-called weak-star topology—see 6.3.5)
on C∗(X) the range of EX turns out to be a compact Hausdorff space which is naturally equivalent
to X itself. Even more remarkably, we will eventually show that the range of EX can be regarded
as the maximal ideal space of the algebra C(X).

6.2.5. Proposition. If V is a normed linear space the natural embedding τ
V

: V → V ∗∗ : x 7→ x∗∗

(defined in example 6.2.2) is an isometric linear map.

6.2.6. Definition. A Banach space B is reflexive if the natural embedding τ
B

: B → B∗∗

(defined in the preceding proposition) is onto.

Example 6.2.2 shows that in the category of Banach spaces and bounded linear maps, the
mapping τ : B 7→ τ

B
is a natural transformation from the identity functor to the second dual

functor. With the Hahn-Banach theorem we can say more.

6.2.7. Proposition. In the category of reflexive Banach spaces and bounded linear maps the map-
ping τ : B 7→ τ

B
is a natural equivalence between the identity and second dual functors.

6.2.8. Example. Every Hilbert space is reflexive.

6.2.9. Exercise. Let V and W be normed linear spaces, U be a nonempty convex subset of V ,
and f : U → W . Without using any form of the mean value theorem show that if df = 0 on U ,
then f is constant on U .

6.2.10. Example. Let l∞ be the Banach space of all bounded sequences of real numbers and c be
the subspace of l∞ comprising all sequences x = (xn) such that limn→∞ xn exists. Define

f : c→ R : x 7→ lim
n→∞

xn.

Then f is a continuous linear functional on c and ‖f‖ = 1. By the Hahn-Banach theorem f

has an extension to f̂ ∈ l∞∗ with ‖f̂‖ = 1. For every subset A of N define a sequence
(
xAn
)

by

xAn =

{
1, if n ∈ A;
0, if n /∈ A.

Next define µ : P(N) → R : A 7→ f̂
(
xAn
)
. Then µ is a finitely additive set

function but is not countably additive.

6.3. Banach Space Duality

6.3.1. Notation. Let V be a normed linear space, M ⊆ V , and F ⊆ V ∗. Then we define

M⊥ := {f ∈ V ∗ : f(x) = 0 for all x ∈M}
F⊥ := {x ∈ V : f(x) = 0 for all f ∈ F}
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One may read M⊥ as “M perp” or “M upper perp”; and N⊥ is “N perp” or “N lower perp”. The
set M⊥ is the annihilator of M and F⊥ is the pre-annihilator of F .

6.3.2. Proposition (Annihilators). Let B be a Banach space, M ⊆ B, and F ⊆ B∗. Then

(a) If M ⊆ N ⊆ B, then N⊥ ⊆M⊥.
(b) If F ⊆ G ⊆ B∗, then G⊥ ⊆ F⊥.
(c) M⊥ is a closed linear subspace of B∗.
(d) F⊥ is a closed linear subspace of B.
(e) M ⊆M⊥⊥.
(f) F ⊆ F⊥⊥.
(g) M⊥⊥ =

∨
M .

(h) M⊥ = B∗ if and only if M = {0}.
(i) F⊥ = B if and only if F = {0}.
(j) If M is a linear subspace of B, then M⊥ = {0} if and only if M is dense in B.
(k) If B is reflexive, then F⊥

⊥ =
∨
F .

Hint for proof . For (k) show that τ(F⊥) = F⊥ and that therefore F⊥
⊥ = F⊥⊥.

6.3.3. Proposition. Let T ∈ B(B,C) where B and C are Banach spaces. Then

(a) kerT ∗ = (ranT )⊥.
(b) kerT = (ranT ∗)⊥.

(c) ranT = (kerT ∗)⊥.

(d) ranT ∗ ⊆ (kerT )⊥.

The next example is of course a trivial consequence of proposition 3.3.5, but a simple direct
proof would be nice.

6.3.4. Example. The closed unit ball in l2 is not compact.

The usual norm topology on normed linear spaces turns out to be much too large for some
applications. As we have seen it has so many open sets that the closed unit ball is not compact
(except in the finite dimensional case). On the other hand, too few open sets (the indiscrete
topology, as an extreme example) would destroy duality theory by failing to provide a plentiful
supply of continuous linear functionals. The so-called weak-star topology (defined below) on the
dual of a normed linear space turns out to be just the right size. It has enough open sets to
guarantee a vigorous duality theory and few enough open sets to make the closed unit ball compact
(see Alaoglu’s theorem 6.3.7).

6.3.5. Definition. Let V be a normed linear space. The weak topology on V is the weak
topology induced by the elements of V ∗. (So, of course, the weak topology on the dual space V ∗

is the weak topology induced by the elements of V ∗∗.) When a net (xλ) converges weakly to a

vector a in V we write xλ
w // a. The w∗-topology (pronounced weak star topology) on the dual

space V ∗ is the weak topology induced by the elements of ran τ where τ is the natural injection

of V into V ∗∗. When a net (fλ) converges weakly to a vector g in V ∗ we write fλ
w∗ // g. Notice

that when a Banach space B is reflexive (in particular, for Hilbert spaces) the weak and weak star
topologies on B∗ are identical.

6.3.6. Proposition. Let f ∈ V ∗ where V is a Banach space. For every ε > 0 and every finite
subset F ⊆ V define

U(f ;F ; ε) = {g ∈ V ∗ : |f(x)− g(x)| < ε for all x ∈ F}.
The family of all such sets is a base for the w∗-topology on V ∗.

The next result, Alaoglu’s theorem, asserting the w∗-compactness of the closed unit ball in the
dual of a normed linear space V is one of the most useful theorems in functional analysis. Thus at
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first it may seem somewhat surprising that it is so hard to find a complete and carefully explained
proof of this result. The standard proof is in a sense very simple; it is basically just recognizing
that the members of a family F of scalar valued functions can be regarded either

(i) as functions defined on an uncountable product of compact subsets of the scalar field, or
alternatively

(ii) as members of the closed unit ball of V ∗.

The crux of the proof is convincing yourself that the convergence of a net of such functions in the
product space is exactly “the same thing” as its w∗-convergence in the closed unit ball of V ∗. Trying
simultaneously to identify and distinguish between two sets of functions is notationally challenging.
So my best advice is to work through it yourself until you see how ingenious, but basically simple,
the argument is.

6.3.7. Theorem (Alaoglu’s theorem). The closed unit ball of a normed linear space is compact in
the w∗-topology.

Hint for proof . Let V be a normed linear space and denote by [V ∗]1 the closed unit ball of its
dual space. For each x ∈ V define Dx = {λ ∈ K : |λ| ≤ ‖x‖}. The product P =

∏
x∈V

Dx is compact
by Tychonoff’s theorem. Consider the function

Φ: [V ∗]1 → P : f 7→
(
f(x)

)
x∈V

where [V ∗]1 has the w∗-topology and P has the product topology (see 4.7.4). Here we have written(
f(x)

)
x∈V for the indexed family of numbers (or generalized sequence) rather than the more usual(

fx
)
x∈V . (For more on indexed families see [13], section 7.2.) It is easy to see that Φ is injective.

To show that it is continuous let
(
fλ
)
λ∈Λ

be a net in [V ∗]1 and g be a function in [V ∗]1 such

that fλ
w∗ // g. Notice that this happens if and only if πx(fλ) → πx(g) for every x ∈ V (where

πx is a coordinate projection on P—see 3.5.6). Finally, let
(
fλ
)
λ∈Λ

be a net in [V ∗]1 such that(
Φ(fλ)

)
λ∈Λ

converges in P. Show that the net
(
fλ(x)

)
λ∈Λ

converges in K for every x ∈ V . Let

g(x) = lim
λ
fλ(x) for all x ∈ V and prove that g is linear, that ‖g‖ ≤ 1, that fλ

w∗ // g in [V ∗]1,

and that Φ(fλ)→ Φ(g) in P.

To the best of my knowledge the most reader-friendly version of this standard proof can be
found in [5], Theorem 15.11. A much shorter, much easier notationally, much slicker, and much
less edifying proof is available in [37], theorem 2.5.2. I find it less edifying because of its reliance on
universal nets. A net in a set S is universal if for every subset T of S the net is either eventually
in T or eventually in its complement. Despite the fact that every net can be shown to have a
universal subnet, even to find a singe nontrivial example of a universal net (that is, one that is not
eventually constant) requires the axiom of choice.

6.3.8. Convention. In the context of Banach spaces we will adopt the same convention for the
use of the word “subspace” we used for Hilbert spaces. The word “subspace” will always mean
closed vector subspace. To indicate that M is a subspace of a Banach space B we write M 4 B.

6.3.9. Definition. A sequence of Banach spaces and continuous linear maps

· · · // Bn−1
Tn // Bn

Tn+1 // Bn+1
// · · ·

is said to be exact at Bn if ranTn = kerTn+1. A sequence is exact if it is exact at each of its
constituent Banach spaces. A sequence of Banach spaces and continuous linear maps of the form

0 // A
S // B

T // C // 0 (6.2)

is a short exact sequence. (Here 0 denotes the trivial 0-dimensional Banach space, and the
unlabeled arrows are the obvious maps.)
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The preceding definitions were for the category BAN∞ of Banach spaces and continuous linear
maps. Of course the notion of an exact sequence makes sense in many situations—for example, in
the categories of Banach algebras, C∗-algebras, Hilbert spaces, vector spaces, Abelian groups, and
modules, among others.

6.3.10. Proposition. Consider the following diagram in the category of Banach spaces and con-
tinuous linear maps

0 // A

f
��

j // B

g
��

k // C

h
��

// 0

0 // A′
j′
// B′

k′
// C ′ // 0

If the rows are exact and the left square commutes, then there exists a unique continuous linear
map h : C → C ′ which makes the right square commute.

6.3.11. Proposition (The Five Lemma). Suppose that in the following diagram of Banach spaces
and continuous linear maps

0 // A

f
��

j // B

g
��

k // C

h
��

// 0

0 // A′
j′
// B′

k′
// C ′ // 0

the rows are exact and the squares commute. Then the following hold.

(a) If g is surjective, so is h.
(b) If f is surjective and g is injective, then h is injective.
(c) If f and h are surjective, so is g.
(d) If f and h are injective, so is g.

6.3.12. Proposition. If M is a subspace of a Banach space B, then the quotient normed linear
space B/M is also a Banach space.

6.3.13. Definition. A functor from the category of Banach spaces and continuous linear maps
into itself is exact if it takes short exact sequences to short exact sequences.

6.3.14. Example. The functor B 7→ B∗, T 7→ T ∗ from the category of Banach spaces and
continuous linear maps into itself is exact.

6.3.15. Example. Let B be a Banach space and τ
B

: x 7→ x∗∗ be the natural embedding from B
into B∗∗ (see example 6.2.2). Then the quotient space B∗∗/ ran τ

B
is a Banach space.

6.3.16. Notation. We will denote by B the quotient space B∗∗/ ran τ
B

in the preceding example.

6.3.17. Proposition. If T : B → C is a continuous linear map between Banach spaces, then there
exists a unique continuous linear map T : B → C such that T (φ+ ran τB) = (T ∗∗φ) + ran τC for all
φ ∈ B∗∗.

6.3.18. Example. The pair of maps B 7→ B, T 7→ T from the category BAN∞ into itself is an
exact covariant functor.

6.3.19. Proposition. In the category of Banach spaces and continuous linear maps, if the sequence

0 −→ A
S−−−−→ B

T−−−−→ C −→ 0
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is exact, then the following diagram commutes and has exact rows and columns.

B0 // B B∗∗// B∗∗ B// B 0//

A0 // A

0

��
A A∗∗//A

B

S

��

A∗∗ A//A∗∗

B∗∗

S∗∗

��

A∗∗

0

��
A

B

S

��

A

0

��
A 0//

C0 // C

0
��

C C∗∗// C∗∗ C//C∗∗

0
��

C 0//C

0
��

B

C

T

��

B∗∗

C∗∗

T ∗∗

��

B

C

T

��

6.3.20. Corollary. Every subspace of a reflexive Banach space is reflexive.

6.3.21. Corollary. If M is a subspace of a reflexive Banach space B, then B/M is reflexive.

6.3.22. Corollary. Let M be a subspace of a Banach space B. If both M and B/M are reflexive,
then so is B.

6.3.23. Definition. Let T ∈ L(B,C), where B and C are Banach spaces. Define cokerT , the
cokernel of T , to be C/ ranT .

6.3.24. Proposition. Let A, B, and C be Banach spaces. If S ∈ B(A,B), T ∈ B(B,C), and TS
all have closed range, then the sequence

0 // kerS // kerTS // kerT // cokerS // cokerTS // cokerT // 0

is exact.

Unmasking the identity of the dual of a Banach space is frequently a bit challenging. Here are
a few important examples.

6.3.25. Example. Let c0 be the space of all sequences of complex numbers that converge to 0.
Then c0 is a Banach space and its dual is l1, the space of all absolutely summable sequences of
complex numbers (see exercise 3.1.35.

6.3.26. Corollary. The space l1 is a Banach space.

6.3.27. Example. Let c be the space of all sequences (an) of complex numbers such that limn→∞ an
exists. Then c is a Banach space and its dual is l1.

6.3.28. Notation. Let X be a topological space. A scalar valued function f on X belongs to
C0(X) if it is continuous and vanishes at infinity (that is, if there exists a compact subset of X
outside of which f is zero).

6.3.29. Proposition. If X is a locally compact Hausdorff space, then, under pointwise algebraic
operations and the uniform norm, C0(X) is a Banach space.

We recall one of the most important theorems from real analysis.

6.3.30. Theorem (Riesz representation). Let X be a locally compact Hausdorff space. If φ is a
bounded linear functional on C0(X), then there exists a unique real regular Borel measure µ on X
such that

φ(f) =

∫
X
f dµ
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for all f ∈ C0(X) and ‖µ‖ = ‖φ‖.

Proof. This theorem and the following corollary are nicely presented in Appendix C of Con-
way’s functional analysis text [7]. See also [17], theorem 7.17; [24], theorems 20.47 and 20.48; [34],
theorem 9.16;and [41], theorem 6.19.

6.3.31. Corollary. If X is a locally compact Hausdorff space, then
(
C0(X)

)∗
is isometrically

isomorphic to M(X).

6.3.32. Corollary. If X is a locally compact Hausdorff space, then M(X) is a Banach space.

6.4. The Open Mapping Theorem

A question one can ask of any concrete category is whether bijective morphisms are necessarily
isomorphisms. In some categories the answer is trivially yes (for example, in VEC). In other
categories the answer is trivially no (in TOP, for example, consider the identity map from the
reals with the discrete topology to the reals with their usual topology). Frequently in categories
which arise in the study of analysis, where, typically, algebra is tugging enthusiastically in one
direction while topology is pulling vigorously in the opposite direction, the question can often be
quite fascinating—and the answer definitely nontrivial. In the category BAN∞ of Banach spaces
and continuous linear maps, the question turns out to be intriguingly deep. The answer, which
is affirmative, is given by the celebrated open mapping theorem. Notice as you work through the
proof that completeness of both domain and codomain of the relevant map is essential—and for
quite different reasons.

6.4.1. Definition. A mapping f : X → Y between topological spaces is open if it takes open sets
to open sets; that is, if f→(U) is open in Y whenever U is open in X.

There is one technical detail that makes the proof of the open mapping theorem a bit tricky.
Suppose that T is a continuous linear map from a Banach space B into a normed linear space V .
Let R be the image under T of an open ball around the origin in B. It must be verified that if
the closure of R contains an open ball about the origin in V , then R itself contains the same ball.
Let’s separate this out as a separate result.

6.4.2. Proposition. Let T : B → V be a continuous linear map from a Banach space into a
normed linear space. Denote by (B)r the open ball in B of radius r centered at the origin and by

(V )r the open ball of radius r centered at the origin in V . If r, s > 0 and (V )s ⊆ T
(

(B)r
)
, then

(V )s ⊆ T
(

(B)r
)
.

Hint for proof . First verify that without loss of generality we may assume that r = s = 1.

Thus our hypothesis is that (V )1 ⊆ T
(

(B)1

)
.

Let z ∈ (V )1. The proof is complete if we can show that z ∈ T
(

(B)1

)
. Choose δ > 0 such that

‖z‖ < 1− δ and let y = (1− δ)−1z. Construct a sequence (vk)
∞
k=0 of vectors in V which satisfy

(i) ‖y − vk‖ < δk for k = 0, 1, 2, . . . and
(ii) vk − vk−1 ∈ T

(
δk−1(B)1

)
for k = 1, 2, 3, . . . .

To this end, start with v0 = 0. Use the hypothesis to conclude that y − v0 ∈ T
(

(B)1

)
and that

therefore there is a vector w0 ∈ T
(

(B)1

)
such that ‖(y − v0) − wo‖ < δ. Let v1 = v0 + w0 and

check that (i) and (ii) hold for k = 1.
Then find w1 ∈ T

(
δ(B)1

)
so that ‖(y − v1) − w1‖ < δ2 and let v2 = v1 + w1. Check that (i)

and (ii) hold for k = 2. Proceed inductively.
For each n ∈ N choose a vector un ∈ δn−1(B)1 such that T (un) = vn − vn−1. Show that the

sequence (un) is summable and let x =
∑∞

n=1 un. Conclude the proof by showing that Tx = y and
that z ∈ T

(
(B)1

)
.
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6.4.3. Theorem (Open mapping theorem). Every bounded linear surjection between Banach spaces
is an open mapping.

6.4.4. Corollary. Every bounded linear bijection between Banach spaces is an isomorphism.

6.4.5. Corollary. Every bounded linear surjection between Banach spaces is a quotient map in BAN∞.

6.4.6. Example. Let Cu be the set of continuous real valued functions on [0, 1] under the uniform

norm and C1 be the same set of functions under the L1 norm ( ‖f‖1 =
∫ 1

0 |f | dλ ). Then the identity
map I : Cu → C1 is a continuous linear bijection but is not open. (Why does this not contradict the
open mapping theorem?)

6.4.7. Example. Let l be the set of sequences of real numbers that are eventually zero, V be l
equipped with the l1 norm, and W be l with the uniform norm. The identity map I : V →W is a
bounded linear bijection but is not an isomorphism.

6.4.8. Example. The mapping T : R2 → R : (x, y) 7→ x shows that although bounded linear
surjections between Banach spaces map open sets to open sets they need not map closed sets to
closed sets.

6.4.9. Proposition. Let V be a vector space and suppose that ‖·‖1 and ‖·‖2 are norms on V whose
corresponding topologies are T1 and T2. If V is complete with respect to both norms and if T1 ⊇ T2,
then T1 = T2.

6.4.10. Exercise. Does there exist a sequence (an) of complex numbers satisfying the following
condition: a sequence (xn) in C is absolutely summable if and only if (anxn) is bounded? Hint.
Consider T : l∞ → l1 : (xn) 7→ (xn/an).

6.4.11. Example. Let C2([a, b]) be the family of all twice continuously differentiable real valued
functions on the interval [a, b]. Regard it as a vector space in the usual fashion. For each f ∈
C2([a, b]) define

‖f‖ = ‖f‖u + ‖f ′‖u + ‖f ′′‖u .
This is in fact a norm and under this norm C2([a, b]) is a Banach space.

6.4.12. Example. Let C2([a, b]) be the Banach space given in exercise 6.4.11, and p0 and p1 be
members of C([a, b]). Define

T : C2([a, b])→ C([a, b]) : f 7→ f ′′ + p1f
′ + p0f.

Then T is a bounded linear map.

6.4.13. Exercise. Consider a differential equation of the form

y′′ + p1 y
′ + p0 y = q (∗)

where p0, p1, and q are (fixed) continuous real valued functions on the interval [a, b]. Make precise,
and prove, the assertion that the solutions to (∗) depend continuously on the initial values. You
may use without proof a standard theorem: For every point c in [a, b] and every pair of real numbers
a0 and a1, there exists a unique solution of (∗) such that y(c) = a0 and y′(c) = a1. Hint. For a
fixed c ∈ [a, b] consider the map

S : C2([a, b])→ C([a, b])× R2 : f 7→
(
Tf, f(c), f ′(c)

)
where C2([a, b]) is the Banach space of example 6.4.11 and T is the bounded linear map of exam-
ple 6.4.12.

6.4.14. Definition. An bounded linear map T : V →W between normed linear spaces is bounded
away from zero (or bounded below) if there exists a number δ > 0 such that ‖Tx‖ ≥ δ‖x‖ for
all x ∈ V . (Recall that the word “bounded” means one thing when modifying a linear map and
and something quite different when applied to a general function; so does the expression “bounded
away from zero”. See definition 5.2.26.)
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6.4.15. Proposition. A bounded linear map between Banach spaces is bounded away from zero if
and only if it has closed range and zero kernel.

6.4.16. Proposition. If J is a closed ideal in a Banach algebra, then A/J is a Banach algebra.

6.4.17. Theorem (Fundamental quotient theorem for BALG). Let A and B be Banach algebras
and J be a proper closed ideal in A. If φ is a homomorphism from A to B and kerφ ⊇ J , then

there exists a unique homomorphism φ̃ : A/J → B which makes the following diagram commute.

A

π

��

φ

  
A/I

φ̃

// B

Furthermore, φ̃ is injective if and only if kerφ = J ; and φ̃ is surjective if and only if φ is.

6.4.18. Proposition. Let I be a proper closed ideal in a unital commutative Banach algebra A.
Then I is maximal if and only if A/I is a field.

6.5. The Closed Graph Theorem

6.5.1. Theorem (Closed graph theorem). Let T : B → C be a linear map between Banach spaces.
If the graph of T is closed in B ⊕ C, then T is bounded.

Hint for proof. Let G = {(x, Tx) : x ∈ B} be the graph of T . Apply (corollary 6.4.4 of) the
open mapping theorem to the map

π : G→ B : (x, Tx) 7→ x .

6.5.2. Proposition. Let T : B → C be a linear mapping between Banach spaces. Then T is
continuous if and only if the following condition is satisfied:

if xn → 0 in B and Txn → c in C, then c = 0.

6.5.3. Proposition. Suppose T : B → C is a linear map between Banach spaces such that if xn → 0
in B then (g ◦ T )(xn)→ 0 for every g ∈ C∗. Then T is bounded.

6.5.4. Proposition. Let T : B → C be a linear function between Banach spaces. Define T ∗f = f◦T
for every f ∈ C∗. If T ∗ maps C∗ into B∗, then T is continuous.

6.5.5. Definition. A bounded linear map from a Banach space into itself is a projection if it is
idempotent. If P is such a map, we say that it is a projection along kerP onto ranP .

6.5.6. Proposition. An idempotent linear map from a Banach space into itself is a projection if
and only if it has closed kernel and range.

6.5.7. Proposition. Let H be a Hilbert space and S and T be functions from H into itself such
that

〈Sx, y〉 = 〈x, Ty〉
for all x, y ∈ H. Then S and T are bounded linear operators. (Recall that in this case the operator
T is the (Hilbert space) adjoint of S and T = S∗.)

6.5.8. Definition. Let a < b in R. A function f : [a, b] → R is continuously differentiable if it is
differentiable on (an open set containing) [a, b] and its derivative f ′ is continuous on [a, b]. The set
of all continuously differentiable real valued functions on [a, b] is denoted by C1( [a, b] ).
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6.5.9. Example. Let D : C1( [0, 1] ) → C( [0, 1] ) : f 7→ f ′ where both C1( [0, 1] ) and C( [0, 1] )
are equipped with the uniform norm. The mapping D is linear and has closed graph but is not
continuous. (Why does this not contradict the closed graph theorem?)

6.6. Projections and Complemented Subspaces

6.6.1. Definition. Let M be a closed linear subspace of a Banach space B. If there exists a
closed linear subspace N of B such that B = M ⊕ N , then we say that M is a complemented
subspace, that N is its (Banach space) complement, and that the subspaces M and N are
complementary.

6.6.2. Proposition. Let M and N be complementary subspaces of a Banach space B. Clearly,
each element in B can be written uniquely in the form m+ n for some m ∈M and n ∈ N . Define
a mapping P : B → B by P (m + n) = m for m ∈ M and n ∈ N . Then P is the projection along
N onto M .

6.6.3. Proposition. If P is a projection on a Banach space B, then its kernel and range are
complementary subspaces of B.

6.6.4. Proposition. Let B be a Banach space. If P : B → B is a projection onto a subspace M
along a subspace N , then I − P is a projection onto N along M .

6.6.5. Proposition. If M and N are complementary subspaces of a Banach space B, then B/M
and N are isomorphic.

6.6.6. Proposition. A bounded linear map T : B → C between Banach spaces has a left inverse
if and only if T is injective and ranT is complemented.

6.6.7. Proposition. Let T : B → C and S : C → B be bounded linear maps between Banach
spaces. If ST = I, then

(a) S is surjective;
(b) T is injective;
(c) TS is a continuous projection along kerS onto ranT ; and
(d) C = ranT ⊕ kerS.

6.6.8. Exercise. Let S : C → B be a bounded linear map between Banach spaces. Find a necessary
and sufficient condition for S to have a right inverse.

6.6.9. Proposition. Let B be a Banach space and E : B → B be an idempotent linear map. Then
E is continuous if and only if kerT and ranT are closed.

6.7. The Principle of Uniform Boundedness

6.7.1. Definition. Let S be a set and V be a normed linear space. A family F of functions from
S into V is pointwise bounded if for every x ∈ S there exists a constant Mx > 0 such that
‖f(x)‖ ≤Mx for every f ∈ F .

6.7.2. Definition. Let V and W be normed linear spaces. A family T of bounded linear maps
from V into W is uniformly bounded if there exists M > 0 such that ‖T‖ ≤M for every T ∈ T .

6.7.3. Proposition. Let V and W be normed linear spaces. If a family T of bounded linear maps
from V into W is uniformly bounded, then it is pointwise bounded.

The principle of uniform boundedness is the assertion that the converse of 6.7.3 holds whenever
V is complete. To prove this we will make use of a “local” analog of this for continuous functions
on a complete metric space.

6.7.4. Proposition. Let M be a complete metric space and F ⊆ C(M,R). If for every x ∈ M
there exists a constant Nx > 0 such that |f(x)| ≤ Nx for every f ∈ F , then there exists a nonempty
open set U in M and a number N > 0 such that |f(u)| ≤ N for every f ∈ F and every u ∈ U .
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Hint for proof . For each natural number k let Ak =
⋂
{f←

(
[−k, k]

)
: f ∈ F}. Conclude from

the Baire category theorem that at least one AN has nonempty interior. Let U = AN
o.

6.7.5. Theorem (Principle of uniform boundedness). Let B be a Banach space and W be a normed
linear space. If a family T of bounded linear maps from B into W is pointwise bounded, then it is
uniformly bounded.

Hint for proof . For every T ∈ T define

f
T

: B → R : x 7→ ‖Tx‖.

Use the preceding proposition to show that there exist a nonempty open subset U of B and a
constant M > 0 such that f

T
(x) ≤ M for every T ∈ T and every x ∈ U . Choose a point a ∈ B

and a number r > 0 so that Br(a) ⊆ U . Then verify that

‖Ty‖ ≤ r−1
(
f
T

(a+ ry) + f
T

(a)
)
≤ 2Mr−1

for every T ∈ T and every y ∈ B such that ‖y‖ ≤ 1.

6.7.6. Theorem (Banach-Steinhaus). Let B be a Banach space, W be a normed linear space, and
(Tn) be a sequence of bounded linear maps from B into W . If the pointwise limit limn→∞ Tnx exists
for every x in B, then the map S : B →W : x 7→ limn→∞ Tnx is a bounded linear transformation.

6.7.7. Definition. A subset A of a normed linear space V is weakly bounded (w-bounded) if
f→(A) is a bounded subset of the scalar field of V for every f ∈ V ∗.

6.7.8. Proposition. A subset of a normed linear space is bounded if and only if it is weakly
bounded.

6.7.9. Exercise. Your good friend Fred R. Dimm needs help again. This time he is worried about
the assertion (see 6.7.8) that a subset of a normed linear space is bounded if and only if it is weakly
bounded. He is considering the sequence (an) in the Hilbert space l2 defined by an =

√
n en for

each n ∈ N, where {en : n ∈ N} is the usual orthonormal basis for l2 (see example 4.5.7). He sees
that it is obviously not bounded in the usual (norm) topology on l2. But it looks to him as if it is
weakly bounded. He argues that there is no sequence x ∈ l2 such that the set {|〈an, x〉| : n ∈ N}
is unbounded, because such a sequence would have to decrease more slowly than the sequence(
n−1/2

)
, which already decreases too slowly to belong to l2. Put Fred’s mind to rest by finding him

a suitable sequence.

6.7.10. Definition. A sequence (xn) in a normed linear space V is weakly Cauchy if the
sequence (f(xn)) is Cauchy for every f in V ∗. The sequence converges weakly to a point
a ∈ V if f(xn) → f(a) for every f ∈ V ∗ (that is, if it converges in the weak topology induced

by the members of V ∗). In this case we write xn
w // a. The space V is weakly sequentially

complete if every weakly Cauchy sequence in V converges weakly.

6.7.11. Proposition. In a normed linear space every weakly Cauchy sequence is bounded.

6.7.12. Proposition. Every reflexive Banach space is weakly sequentially complete.

6.7.13. Example. Let fn(t) =

{
1− nt, if 0 ≤ t ≤ 1

n ;
0, if 1

n < t ≤ 1.

}
for every n ∈ N. The sequence (fn) of

functions shows that the Banach space C([0, 1]) is not w-sequentially complete.

6.7.14. Corollary. The Banach space C([0, 1]) is not reflexive.

6.7.15. Proposition. Let E be an orthonormal basis for a Hilbert space H and (xn) be a sequence

in H. Then xn
w // 0 if and only if (xn) is bounded and 〈xn, e〉 → 0 for every e ∈ E.



80 6. BANACH SPACES

6.7.16. Definition. Let H be a Hilbert space. A net (Tλ) in B(H) converges weakly (or
converges in the weak operator topology) to S ∈ B(H) if

〈Tλx, y〉 → 〈Sx, y〉

for every x, y ∈ H. In this case we write Tλ
WOT // S.

A net (Tλ) in B(H) converges strongly (or converges in the strong operator topol-
ogy) to S ∈ B(H) if

Tλx→ Sx

for every x ∈ H. In this case we write Tλ
SOT // S.

The usual norm convergence of operators in B(H) is often referred to as uniform conver-
gence (or convergence in the uniform operator topology). That is, we write Tλ → S if
‖S − Tλ‖ → 0.

A family T ⊆ B(H,K) is weakly bounded (or bounded in the weak operator topol-
ogy) if for every x ∈ H and every y ∈ K there exists a positive constant αx,y such that

|〈Tx, y〉| ≤ αx,y
for every T ∈ T.

6.7.17. Proposition. Let H and K be Hilbert spaces, (Tn) be a sequence in B(H,K), and B ∈
B(H,K). then the following implications hold:

Tn → B =⇒ Tn
SOT // B =⇒ Tn

WOT // B.

6.7.18. Proposition. Let (Sn) and (Tn) be sequences of operators on a Hilbert space H. If

Sn
WOT //A and Tn

SOT //B, then SnTn
WOT //AB.

Hint for proof . You may find it helpful to prove first that every weakly convergent sequence of
Hilbert space operators is bounded.

6.7.19. Example. In the preceding proposition the hypothesis Tn
SOT // B cannot be replaced

by Tn
WOT // B.



CHAPTER 7

COMPACT OPERATORS

7.1. Definition and Elementary Properties

We will pick up where we left off at the end of chapter 5, studying classes of operators. Our
context will be slightly more general; we will be looking at operators on Banach spaces. First, let us
recall a few definitions and elementary facts from advanced calculus (or a first course in analysis).

7.1.1. Definition. A subset A of a metric space M is totally bounded if for every ε > 0 there
exists a finite subset F of A such that for every a ∈ A there is a point x ∈ F such that d(x, a) < ε.
For normed linear spaces this definition may be rephrased: A subset A of a normed linear space V
is totally bounded if for every open ball B about zero in V there exists a finite subset F of A
such that A ⊆ F +B. This has a more or less standard paraphrase: A space is totally bounded if
it can be kept under surveillance by a finite number of arbitrarily near-sighted policemen. (Some
authors call this property precompact.)

7.1.2. Proposition. A metric space is compact if and only if its is complete and totally bounded.

7.1.3. Proposition. A metric space is compact if and only if it is complete and totally bounded.

7.1.4. Definition. A subset A of a topological space X is relatively compact if its closure is
compact.

7.1.5. Proposition. In a metric space every relatively compact set is totally bounded.

In a complete metric space the converse is true.

7.1.6. Proposition. In a complete metric space every totally bounded set is relatively compact.

7.1.7. Proposition. In a metric space every totally bounded set is separable.

7.1.8. Theorem (Arzelà-Ascoli Theorem). Let X be a compact Hausdorff space. A subset F of
C(X) is totally bounded whenever it is (uniformly) bounded and equicontinuous.

In the following we will be contrasting the weak and strong topologies on normed linear spaces.
The term weak topology will refer to the usual weak topology determined by the bounded linear
functionals on the space as defined in 6.3.5, while strong topology will refer to the norm topology
on the space.

7.1.9. Proposition. Every weakly convergent sequence in a normed linear space is strongly bounded.

Hint for proof . Use the principle of uniform boundedness 6.7.5.

7.1.10. Definition. We say that a linear map T : V → W is weakly continuous if it takes
weakly convergent nets to weakly convergent nets.

7.1.11. Proposition. Every strongly continuous linear map between normed linear spaces is weakly
continuous.

7.1.12. Definition. A linear map T : V →W between normed linear spaces is compact if it takes
bounded sets to relatively compact sets. Equivalently, T is compact if it maps the closed unit ball
in V onto a relatively compact set in W . The family of all compact linear maps from V to W is
denoted by K(V,W ); and we write K(V ) for K(V, V ).

81
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7.1.13. Proposition. Every compact linear map is bounded.

7.1.14. Proposition. A linear map T : V → W between normed linear spaces is compact if and
only if it maps every bounded sequence in V to a sequence in W which has a convergent subsequence.

7.1.15. Example. Every finite rank operator on a Banach space is compact.

7.1.16. Example. Every bounded linear functional on a Banach space B is a compact linear map
from B to K.

7.1.17. Example. Let C be the Banach space C([0, 1]) and k ∈ C([0, 1] × [0, 1]). For each f ∈ C
define a function Kf on [0, 1] by

Kf(x) =

∫ 1

0
k(x, y)f(y) dy .

Then the integral operator K is a compact operator on C.

Hint for proof . Use the Arzelà-Ascoli theorem 7.1.8.

7.1.18. Example. Let H be the Hilbert space L2([0, 1]) of (equivalence classes of) functions which
are square-integrable on [0, 1] with respect to Lebesgue measure and k be square-integrable function
on [0, 1]× [0, 1]. For each f ∈ H define a function Kf on [0, 1] by

Kf(x) =

∫ 1

0
k(x, y)f(y) dy .

Then the integral operator K is a compact operator on H.

7.1.19. Proposition. An operator on a Hilbert space is compact if and only if it maps the closed
unit ball in the space onto a compact set.

7.1.20. Example. If B is a Banach space the family B(B) of operators on B is a unital Banach
algebra and the family K(B) of compact operators on B is a closed ideal in B(B). If B is infinite
dimensional the ideal K(H) is proper.

7.1.21. Proposition. Let T : B → C be a bounded linear map between Banach spaces. Then T is
compact if and only if T ∗ is.

7.1.22. Definition. A C∗-algebra is a Banach algebra A with involution which satisfies

‖a∗a‖ = ‖a‖2

for every a ∈ A. This property of the norm is usually referred to as the C∗-condition. An algebra
norm satisfying this condition is a C∗-norm. A C∗-subalgebra of a C∗-algebra A is a closed
∗ -subalgebra of A.

We denote by CSA the category of C∗-algebras and ∗ -homomorphisms. It may seem odd
at first that in this category, whose objects have both algebraic and topological properties, that
the morphisms should be required to preserve only algebraic structure. Remarkably enough, it
turns out that every morphism in CSA is automatically continuous—in fact, contractive (see
proposition 12.3.24)—and that every injective morphism is an isometry (see proposition 12.3.25).
It is clear that (as in definition 5.3.1) every bijective morphism in this category is an isomorphism.
And thus every bijective ∗ -homomorphism is an isometric ∗ -isomorphism.

7.1.23. Example. The vector space C of complex numbers with the usual multiplication of complex
numbers and complex conjugation z 7→ z as involution is a unital commutative C∗-algebra.

7.1.24. Example. If X is a compact Hausdorff space, the algebra C(X) of continuous complex
valued functions on X is a unital commutative C∗-algebra when involution is taken to be complex
conjugation.
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7.1.25. Example. If X is a locally compact Hausdorff space, the Banach algebra C0(X) = C0(X,C)
of continuous complex valued functions on X which vanish at infinity is a (not necessarily unital)
commutative C∗-algebra when involution is taken to be complex conjugation.

7.1.26. Example. If (X,µ) is a measure space, the algebra L∞(X,µ) of essentially bounded
measurable complex valued functions on X (again with complex conjugation as involution) is a
C∗-algebra. (Technically, of course, the members of L∞(X,µ) are equivalence classes of functions
which differ on sets of measure zero.)

7.1.27. Example. The algebra B(H) of bounded linear operators on a Hilbert space H is a unital
C∗-algebra. The family K(H) of compact operators is a closed ∗ -ideal in the algebra.

7.1.28. Example. As a special case of the preceding example note that the set Mn of n × n
matrices of complex numbers is a unital C∗-algebra.

7.1.29. Proposition. In a Hilbert space H the ideal K(H) of compact operators is the closure of
the ideal FR(H) of finite rank operators.

In the decade or so before the Second World War, some leading Polish mathematicians gathered
regularly in coffee houses in Lwow to discuss results and propose problems. First they met in the
Café Roma and later in the Scottish Café. In 1935 Stefan Banach produced a bound notebook
in which they could write down the problems. This was the origin of the now famous Scottish
Book [33]. On November 6, 1936 Stanislaw Mazur wrote down Problem 153, known as the approxi-
mation problem, which asked, essentially, if the preceding proposition holds for Banach spaces. Can
every compact Banach space operator be approximated in norm by finite rank operators? Mazur
offered as the prize for solving this problem a live goose (one of the more generous prizes promised
in the Scottish Book). The problem remained open for decades, until 1972 when it was solved
negatively by Per Enflo, who succeeded in finding a separable reflexive Banach space in which such
an approximation fails. In a ceremony held that year in Warsaw, Enflo received his live goose from
Mazur himself. The result was published in Acta Mathematica [12] in 1973.

7.1.30. Example. The diagonal operator diag(1, 1
2 ,

1
3 , . . . ) is a compact operator on the Hilbert

space l2.

7.2. Trace Class Operators

Let’s start by reviewing some of the standard properties of the trace of an n× n matrix.

7.2.1. Definition. Let a = [aij ] ∈Mn. Define tr a, the trace of a by

tr a =

n∑
i=1

aii.

7.2.2. Proposition. The function tr : Mn → C is linear.

7.2.3. Proposition. If a, b ∈Mn, then tr(ab) = tr(ba).

The trace is invariant under similarity. Two n× n matrices a and b are similar if there exists
an invertible matrix s such that b = sas−1.

7.2.4. Proposition. If matrices in Mn are similar, then they have the same trace.

7.2.5. Definition. Let H be a separable Hilbert space, (en) be an orthonormal basis for H, and
A be a positive operator on H. Define the trace of T by

trT :=

∞∑
k=1

〈Tek, ek〉.

(The trace is not necessarily finite.)
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7.2.6. Proposition. If S and T are positive operators on a separable Hilbert space and α ∈ K,
then

tr(S + T ) = trS + trT

and
tr(αT ) = α trT.

7.2.7. Proposition. If T is an operator on a separable Hilbert space then tr(T ∗T ) = tr(TT ∗).

To show that the definition given above of the trace of a positive operator does not depend on
the orthonormal basis chosen for the Hilbert space we will need a result (given next) which depends
on a fact which appears later in these notes: every positive Hilbert space operator has a (positive)
square root (see example 11.5.7).

7.2.8. Proposition. On the family of positive operators on a separable Hilbert space H the trace is
invariant under unitary equivalence; that is, if T is positive and U is unitary, then trT = tr(UTU∗).

Hint for proof . In the preceding proposition let S = UT
1
2 .

7.2.9. Proposition. The definition of the trace 7.2.5 of a positive operator on a separable Hilbert
space is independent of the choice of orthonormal basis for the space.

Hint for proof . Let (ek) and (fk) be orthonormal bases for the space and T be a positive
operator on the space. Take U to be the unique unitary operator with the property that ek = Tfk

for each k ∈ N.

7.2.10. Definition. Let V be a vector space. A subset C of V is a cone in V is αC ⊆ C for every
α ≥ 0. A cone C in V is proper is C ∩ (−C) = {0}.

7.2.11. Proposition. A cone C in a vector space is convex if and only if C + C ⊆ C.

7.2.12. Example. On a separable Hilbert space the family of all positive operators with finite
trace forms a proper convex cone in the vector space B(H).

7.2.13. Definition. In a separable Hilbert space H the linear subspace of B(H) spanned by the
positive operators with finite trace is the family T(H) of trace class operators on H.

7.2.14. Proposition. Let H be a separable Hilbert space with orthonormal basis (en). If T is a
trace class operator on H, then

trT =
∞∑
k=1

〈Tek, ek〉

and the sum on the right is absolutely convergent.

7.3. Hilbert-Schmidt Operators

7.3.1. Definition. An operator A on a separable Hilbert space H is a Hilbert-Schmidt operator
if A∗A is of trace class; that is, if

∑∞
k=1‖Aek‖2 < ∞, where (ek) is an orthonormal basis for H.

The family of all Hilbert-Schmidt operators on H is denoted by HS(H).

7.3.2. Proposition. If H is a separable Hilbert space, then the family of Hilbert-Schmidt operators
on H is a two-sided ideal in B(H).

7.3.3. Example. The family of Hilbert-Schmidt operators on a Hilbert space H can be made into
an inner product space.

Hint for proof . Polarization. If A, B ∈ HS(H), consider
∑3

k=0 i
k
(
A+ ikB

)∗
(A+ ikB).

7.3.4. Example. The inner product you defined in the preceding example makes HS(H) into a
Hilbert space.

7.3.5. Proposition. On a separable Hilbert space every Hilbert-Schmidt operator is compact.
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Hint for proof . If (ek) is an orthonormal basis for the Hilbert space, consider the operators
Fn := APn where Pn is the projection onto the span of {e1 . . . , en}.

7.3.6. Example. The integral operator defined in example 7.1.18 is a Hilbert-Schmidt operator.

7.3.7. Example. The Volterra operator defined in example 5.2.21 is a Hilbert-Schmidt operator.





CHAPTER 8

SOME SPECTRAL THEORY

In this chapter we will, for the first time, assume, unless otherwise stated, that vector spaces
and algebras have complex, rather than real, scalars. A good part of the reason for this is the
necessity of using Liouville’s theorem 8.1.40 to prove proposition 8.1.41.

8.1. The Spectrum

8.1.1. Definition. An element a of a unital algebra A is left invertible if there exists an element
al in A (called a left inverse of a) such that ala = 1 and is right invertible if there exists
an element ar in A (called a right inverse of a)such that aar = 1. The element is invertible
if it is both left invertible and right invertible. The set of all invertible elements of A is denoted
by invA.

An element of a unital algebra can have at most one multiplicative inverse. In fact, more is
true.

8.1.2. Proposition. If an element of a unital algebra has both a left inverse and a right inverse,
then these two inverses are equal (and so the element is invertible).

When an element a of a unital algebra is invertible its (unique) inverse is denoted by a−1.

8.1.3. Proposition. If a is an invertible element of a unital algebra, then a−1 is also invertible
and (

a−1
)−1

= a .

8.1.4. Proposition. If a and b are invertible elements of a unital algebra, then their product ab is
also invertible and

(ab)−1 = b−1a−1 .

8.1.5. Proposition. If a and b are invertible elements of a unital algebra, then

a−1 − b−1 = a−1(b− a)b−1 .

8.1.6. Proposition. Let a and b be elements of a unital algebra. If both ab and ba are invertible,
then so are a and b.

Hint for proof . Use proposition 8.1.2.

8.1.7. Corollary. Let a be an element of a unital ∗ -algebra. Then a is invertible if and only if
a∗a and aa∗ are invertible, in which case

a−1 =
(
a∗a
)−1

a∗ = a∗
(
aa∗
)−1

.

8.1.8. Proposition. Let a and b be elements of a unital algebra. Then 1− ab is invertible if and
only if 1− ba is.

Proof. If 1− ab is invertible, then 1 + b(1− ab)−1a is the inverse of 1− ba. �

8.1.9. Example. The simplest example of a complex algebra is the family C of complex numbers.
It is both unital and commutative.
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8.1.10. Example. If X is a nonempty topological space, then the family C(X) of all continuous
complex valued functions on X is an algebra under the usual pointwise operations of addition,
scalar multiplication, and multiplication. It is both unital and commutative.

8.1.11. Example. If X is a locally compact Hausdorff space which is not compact, then (under
pointwise operations) the family C0(X) of all continuous complex valued functions on X which
vanish at infinity is a commutative algebra. However, it is not a unital algebra.

8.1.12. Example. The family Mn of n × n matrices of complex numbers is a unital algebra
under the usual matrix operations of addition, scalar multiplication, and multiplication. It is not
commutative when n > 1.

8.1.13. Example. Let A be an algebra. Make the family Mn(A) of n× n matrices of elements of
A into an algebra by using the same rules for matrix operations that are used for Mn. Thus Mn

is just Mn(C). The algebra Mn(A) is unital if and only if A is.

8.1.14. Example. If V is a normed linear space, then B(V ) is a unital algebra. If dimV > 1,
the algebra is not commutative.

8.1.15. Definition. Let a be an element of a unital algebra A. The spectrum of a, denoted by
σA(a) or just σ(a), is the set of all complex numbers λ such that a− λ1 is not invertible.

8.1.16. Example. If z is an element of the algebra C of complex numbers, then σ(z) = {z}.

8.1.17. Example. Let X be a compact Hausdorff space. If f is an element of the algebra C(X)
of continuous complex valued functions on X, then the spectrum of f is its range.

8.1.18. Example. Let X be an arbitrary topological space. If f is an element of the algebra Cb(X)
of bounded continuous complex valued functions on X, then the spectrum of f is the closure of its
range.

8.1.19. Example. Let S be a positive measure space and f ∈ L∞(S) be an (equivalence class of)
essentially bounded function(s) on S. Then the spectrum of f is its essential range.

8.1.20. Example. The family M3 of 3× 3 matrices of complex numbers is a unital algebra under

the usual matrix operations. The spectrum of the matrix

 5 −6 −6
−1 4 2
3 −6 −4

 is {1, 2}.

8.1.21. Proposition. Let a be an element of a unital algebra such that a2 = 1. Then either

(a) a = 1, in which case σ(a) = {1}, or
(b) a = −1, in which case σ(a) = {−1}, or
(c) σ(a) = {−1, 1}.

Hint for proof . In (c) to prove σ(a) ⊆ {−1, 1}, consider
1

1− λ2
(a+ λ1).

8.1.22. Proposition. Recall that an element a of an algebra is idempotent if a2 = a. Let a be
an idempotent element of a unital algebra. Then either

(a) a = 1, in which case σ(a) = {1}, or
(b) a = 0, in which case σ(a) = {0}, or
(c) σ(a) = {0, 1}.

Hint for proof . In (c) to prove σ(a) ⊆ {0, 1}, consider
1

λ− λ2

(
a+ (λ− 1)1

)
.

8.1.23. Proposition. Let a be an invertible element of a unital algebra. Then a complex number
λ belongs to the spectrum of a if and only if 1/λ belongs to the spectrum of a−1.

The next proposition is a simple corollary of proposition 8.1.8.
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8.1.24. Proposition. If a and b are elements of a unital algebra, then, except possibly for 0, the
spectra of ab and ba are the same.

8.1.25. Definition. A map f : A→ B between Banach algebras is a (Banach algebra) homo-
morphism if it is both an algebraic homomorphism and a continuous map between A and B. We
denote by BALG the category of Banach algebras and continuous algebra homomorphisms.

8.1.26. Proposition. Let A and B be Banach algebras. The direct sum of A and B, denoted
by A⊕B, is defined to be the set A×B equipped with pointwise operations:

(a) (a, b) + (a′, b′) = (a+ a′, b+ b′);
(b) (a, b) (a′, b′) = (aa′, bb′);
(c) α(a, b) = (αa, αb)

for a,a′ ∈ A, b, b′ ∈ B, and α ∈ C. As in 3.5.12 define ‖(a, b)‖ = ‖a‖ + ‖b‖. This makes A ⊕ B
into a Banach algebra.

8.1.27. Exercise. Identify products and coproducts (if they exist) in the category BALG of
Banach algebras and continuous algebra homomorphisms and in the category of Banach algebras
and contractive algebra homomorphisms. (Here contractive means ‖Tx‖ ≤ ‖x‖ for all x.)

8.1.28. Proposition. In a Banach algebra the operation of multiplication (regarded as maps from
A⊕A to A) is continuous.

8.1.29. Proposition (The Neumann series). Let a be an element of a unital Banach algebra. If
‖a‖ < 1, then 1− a ∈ invA and (1− a)−1 =

∑∞
k=0 a

k.

Hint for proof . Show that the sequence (1, a, a2, . . . ) is summable. (In a unital algebra we take
a0 to mean 1.)

8.1.30. Corollary. If a is an element of a unital Banach algebra with ‖1 − a‖ < 1, then a is
invertible and

‖a−1‖ ≤ 1

1− ‖1− a‖
.

8.1.31. Corollary. Suppose that a is an invertible element of a unital Banach algebra A, that
b ∈ A, and that ‖a− b‖ < ‖a−1‖−1. Then b is invertible in A.

Hint for proof . Use the preceding corollary to show that a−1b is invertible.

8.1.32. Corollary. If a belongs to a unital Banach algebra and ‖a‖ < 1, then

‖(1− a)−1 − 1‖ ≤ ‖a‖
1− ‖a‖

.

8.1.33. Proposition. If A is a unital Banach algebra, then invA
◦
⊆ A.

Hint for proof . Let a ∈ invA. Show, for sufficiently small h, that 1− a−1h is invertible.

8.1.34. Proposition. Let A be a unital Banach algebra. The map a 7→ a−1 from invA into itself
is continuous.

8.1.35. Proposition. Let A be a unital Banach algebra. The map r : a 7→ a−1 from invA into
itself is differentiable and at each invertible element a, we have dra(h) = −a−1ha−1 for all h ∈ A.

Hint for proof . For a quick introduction to differentiation on infinite dimensional spaces, see
Chapter 13 of my notes [13] on Real Analysis.

8.1.36. Proposition. Let a be an element of a unital Banach algebra A. Then the spectrum of a
is compact and |λ| ≤ ‖a‖ for every λ ∈ σ(a).
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Hint for proof . Use the Heine-Borel theorem. To prove that the spectrum is closed notice that
(σ(a))c = f←(invA) where f(λ) = a−λ1 for every complex number λ. Also show that if |λ| > ‖a‖,
then 1− λ−1a is invertible.

8.1.37. Definition. Let a be an element of a unital Banach algebra. The resolvent mapping
for a is defined by

Ra : C \ σ(a)→ A : λ 7→ (a− λ1)−1 .

8.1.38. Definition. Let U
◦
⊆ C and A be a unital Banach algebra. A function f : U → A is

analytic on U if

f ′(a) := lim
z→a

f(z)− f(a)

z − a
exists for every a ∈ U . A complex valued function which is analytic on all of C is an entire
function.

8.1.39. Proposition. For a an element of a unital Banach algebra A and φ a bounded linear
functional on A let f := φ ◦Ra : C \ σ(a)→ C. Then

(a) f is analytic on its domain, and
(b) f(λ)→ 0 as |λ| → ∞.

Hint for proof . For (i) notice that in a unital algebra a−1 − b−1 = a−1(b− a)b−1.

8.1.40. Theorem (Liouville). Every bounded entire function on C is constant.

Comment on proof . The proof of this theorem requires a little background in the theory of
analytic functions, material that is not covered in these notes. The theorem would surely be
covered in any first course in complex variables. For example, you can find a nice proof in [41],
theorem 10.23.

8.1.41. Proposition. The spectrum of every element of a unital Banach algebra is nonempty.

Hint for proof . Argue by contradiction. Use Liouville’s theorem 8.1.40 to show that φ ◦ Ra is
constant for every bounded linear functional φ on A. Then use (a version of) the Hahn-Banach
theorem to prove that Ra is constant. Why must this constant be 0?

Note. It is important to keep in mind that we are working only with complex algebras. This result

is false for real Banach algebras. An easy counterexample is the matrix

[
0 1
−1 0

]
regarded as an

element of the (real) Banach algebra M2 of all 2× 2 matrices of real numbers.

8.1.42. Theorem (Gelfand-Mazur). If A is a unital Banach algebra in which every nonzero ele-
ment is invertible, then A is isometrically isomorphic to C.

Hint for proof . Let B = {λ1 : λ ∈ C}. Use the preceding proposition 8.1.41) to show that
B = A.

The following is an immediate consequence of the Gelfand-Mazur theorem 8.1.42 and proposi-
tion 6.4.18.

8.1.43. Corollary. If I is a maximal ideal in a commutative unital Banach algebra A, then A/I
is isometrically isomorphic to C.

8.1.44. Proposition. Let a be an element of a unital algebra. Then

σ(an) = [σ(a)]n

for every n ∈ N. (The notation [σ(a)]n means {λn : λ ∈ σ(a)}.)

8.1.45. Definition. Let a be an element of a unital algebra. The spectral radius of a, denoted
by ρ(a), is defined to be sup{|λ| : λ ∈ σ(a)}.
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8.1.46. Proposition. Let φ : A → B be a unital homomorphism between unital algebras. If a is
an invertible element of A, then φ(a) is invertible in B and its inverse is φ(a−1).

8.1.47. Corollary. If φ : A→ B is a unital homomorphism between unital algebras, then

σ(φ(a)) ⊆ σ(a)

for every a ∈ A.

8.1.48. Corollary. If φ : A→ B is a unital homomorphism between unital algebras, then

ρ(φ(a)) ≤ ρ(a)

for every a ∈ A.

8.1.49. Theorem (Spectral radius formula). If a is an element of a unital Banach algebra, then

ρ(a) = inf
{
‖an‖1/n : n ∈ N

}
= lim

n→∞
‖an‖1/n .

8.1.50. Proposition. Let A be a unital Banach algebra and B a closed subalgebra containing 1A.
Then

(a) invB is both open and closed in B ∩ invA;
(b) σA(b) ⊆ σB(b) for every b ∈ B; and
(c) if b ∈ B and σA(b) has no holes (that is, if its complement in C is connected), then

σA(b) = σB(b).

Hint for proof . Consider the function fb : (σA(b))c → B ∩ invA : λ 7→ b− λ1.

8.2. Spectra of Hilbert Space Operators

8.2.1. Notation. If A is a set of the complex numbers we define A∗ := {λ : λ ∈ A}. We do this to
avoid confusion with the closure of the set A.

8.2.2. Proposition. If T is a Banach space operator then σ(T ∗) = σ(T ), while if it is a Hilbert
space operator then σ(T ∗) = (σ(T ))∗.

In a finite dimensional space there is only one way that a complex number λ can end up in
the spectrum of an operator T . The reason for this is that there is only one way an operator, in
this case T − λI, on a finite dimensional space can fail to be invertible (see the paragraph before
definition 1.1.14). On the other hand there are several ways for λ to get into the spectrum of an
operator on an infinite dimensional space—because an operator has several ways in which it may
fail to be invertible. (See, for example, proposition 5.2.29.) Historically this has led to a number
of proposed taxonomies of the spectrum of an operator.

8.2.3. Definition. Let T be an operator on a Hilbert (or Banach) space H. A complex number λ
belongs to the resolvent set of T if T − λI is invertible. The resolvent set is the complement of
the spectrum of T . The set of complex numbers λ for which T −λI fails to be injective is the point
spectrum of T and is denoted by σp(T ). Members of the point spectrum of T are eigenvalues
of T . The set of complex numbers λ for which T − λI is not bounded away from zero is the
approximate point spectrum of T and is denoted by σap(T ). The set of all complex numbers
λ such that the closure of the range of T − λI is a proper subspace of H is the compression
spectrum of T and is denoted by σc(T ). The residual spectrum of T , which we denote by
σr(T ), is σc(T ) \ σp(T ).

8.2.4. Proposition. If T is a Hilbert space operator, then σp(T ) ⊆ σap(T ) ⊆ σ(T ).

8.2.5. Proposition. If T is a Hilbert space operator, then σ(T ) = σap(T ) ∪ σc(T ).

8.2.6. Proposition. If T is a Hilbert space operator, then σp(T
∗) = (σc(T ))∗.

8.2.7. Corollary. If T is a Hilbert space operator, then σ(T ) = σap(T ) ∪ (σap(T
∗))∗.



92 8. SOME SPECTRAL THEORY

8.2.8. Theorem. Spectral Mapping Theorem If T is a Hilbert space operator and p is a polynomial,
then

σ(p(T )) = p(σ(T )).

The preceding theorem is true more generally for any analytic function defined in a neighbor-
hood of the spectrum of T . (For a proof see [7], chapter VII, theorem 4.10.) The result also holds
for parts of the spectrum.

8.2.9. Proposition. If T is a Hilbert space operator and p is a polynomial, then

(a) σp(p(T )) = p(σp(T )),
(b) σap(p(T )) = p(σap(T )), and
(c) σc(p(T )) = p(σc(T )),

8.2.10. Proposition. If T is an invertible operator on a Hilbert space, then σ(T−1) = (σ(T ))−1.

8.2.11. Definition. As with vector spaces, two operators R and T on a Hilbert (or Banach) space
H are similar if there exists an invertible operator S on H such that R = STS−1.

8.2.12. Proposition. If S and T are similar operators on a Hilbert space, then σ(S) = σ(T ),
σp(S) = σp(T ), σap(S) = σap(T ), and σc(S) = σc(T ).

8.2.13. Proposition. If T is a normal operator on a Hilbert space, then σc(T ) = σp(T ), so that
σr(T ) = ∅.

8.2.14. Proposition. If T is an operator on a Hilbert space, then σap(T ) is closed.

8.2.15. Example. Let D = diag(a1, a2, a3, . . . ) be a diagonal operator on a Hilbert space and let
A = ∪∞k=1ak. Then

(a) σp(D) = σc(D) = A,

(b) σap(D) = A, and
(c) σr(D) = ∅.

8.2.16. Example. Let S be the unilateral shift operator on l2 (see example 5.2.11). Then

(a) σ(S) = D,
(b) σp(S) = ∅,
(c) σap(S) = C,
(d) σc(S) = B,
(e) σ(S∗) = D,
(f) σp(S

∗) = B,
(g) σap(S

∗) = D, and
(h) σc(S

∗) = ∅.
where B is the open unit disk, D is the closed unit disk, and C is the unit circle in the complex
plane.

8.2.17. Example. Let (S,A, µ) be a σ-finite positive measure space, φ ∈ L∞(S, µ), and Mφ be
the corresponding multiplication operator on the Hilbert space L2(S, µ) (see example 5.2.15). Then
the spectrum and the approximate point spectrum of Mφ are the essential range of φ, while the
point spectrum and compression spectrum of Mφ are {λ ∈ C : µ(φ←({λ})) > 0}.



CHAPTER 9

TOPOLOGICAL VECTOR SPACES

9.1. Balanced Sets and Absorbing Sets

9.1.1. Definition. A set S in a vector space is balanced (or circled) if DS ⊆ S.

9.1.2. Notation. Let D denote the closed unit disk in the complex plane {z ∈ C : |z| ≤ 1}.

9.1.3. Proposition. Let B be a balanced subset of a vector space. If α and β are scalars such that
|α| ≤ |β|, then αB ⊆ βB.

9.1.4. Corollary. If B is a balanced subset of a vector space and |λ| = 1, then λB = B.

9.1.5. Definition. If S is a subset of a vector space, then the set DS is the balanced hull of S.

9.1.6. Proposition. Let S be a subset of a vector space V . Then the balanced hull of S is the
intersection of all the balanced subsets of V which contain S; thus it is the smallest balanced subset
of V containing S.

9.1.7. Definition. A subset A of a vector space V absorbs a subset B ⊆ V if there exists M > 0
such that B ⊆ tA whenever |t| ≥ M . The set A is absorbing (or radial) if it absorbs every
one-element set (equivalently, every finite set).

Thus, speaking loosely, a set is absorbing if any vector in the space can be covered by an
appropriate dilation of the set.

9.1.8. Example. Let B be the union of the x- and y-axes in the real vector space R2. Then B is
balanced but not convex.

9.1.9. Example. In the vector space C an ellipse with one focus at the origin is an example of an
absorbing set which is not balanced.

9.1.10. Example. In the vector space C2 the set D× {0} is balanced but not absorbing.

9.1.11. Proposition. A balanced set B in a vector space V is absorbing if and only if for every
x ∈ V there exists a scalar α 6= 0 such that αx ∈ B.

9.2. Filters

In the study of topological vector spaces it is convenient to use the language of filters to
characterize topological properties of the spaces. It is a tool, alternative, but largely equivalent, to
nets, useful especially in (nonmetric) situations where sequences are no longer helpful.

Roughly, a filter is a nonempty family of nonempty sets which is closed under finite intersections
and supersets.

9.2.1. Definition. A nonempty family F of nonempty subsets of a set S is a filter on S if

(a) A, B ∈ F implies A ∩B ∈ F, and
(b) if A ∈ F and A ⊆ B, then B ∈ F.

9.2.2. Example. A simple (and, for our work, the most important) example of a filter is the family
of neighborhoods of a point a in a topological space. This is the neighborhood filter at a. It
will be denoted by Na.
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9.2.3. Definition. A nonempty family B of nonempty sets of a set S is a filterbase on S if for
every A, B ∈ B there exists C ∈ B such that C ⊆ A ∩B.

We say that a subfamily B of a filter F is a filterbase for F if every member of F contains
a member of B. (It is important to check that any such subfamily really is a filterbase.)

9.2.4. Example. Every filter is a filterbase.

9.2.5. Example. Let a be a point in a topological space. Any neighborhood base at a is a filterbase
for the filter Na of all neighborhoods of a. In particular, the family of all open neighborhoods of a
is a filterbase for Na.

9.2.6. Example. Let B be a filterbase in a set S. Then the family F of all supersets of members
of B is a filter in S and B is a filterbase for F. We will call this filter the filter generated
by B.

9.2.7. Definition. A filterbase (in particular, a filter) B on a topological space X converges to
a point a ∈ X if every member N of Na, the neighborhood filterbase at a, contains a member of B.
In this case we write B→ a.

9.2.8. Proposition. A filterbase on a Hausdorff topological space converges to at most one point.

9.2.9. Example. Let (xλ) be a net in a set S and F be the family of all A ⊆ S for which the
net (xλ) is eventually in A. Then F is a filter in S. We will call this the filter generated by the
net (xλ).

9.2.10. Proposition. Suppose that (xλ) is a net in a topological space X, that F is the filter
generated by (xλ), and a ∈ X. Then F→ a if and only if xλ → a.

9.2.11. Example. Let B be a filter base on a set S. Let D be the set of all ordered pairs (b, B)
such that b ∈ B ∈ B. For (b1, B1), (b2, B2) ∈ D define (b1, B1) ≤ (b2, B2) if B2 ⊆ B1. This makes
D into a directed set. Now create a net in S by defining

x : D → S : (b, B) 7→ b

that is, let xλ = b for all λ = (b, B) ∈ D. Then
(
xλ
)
λ∈D is a net in S. It is the net generated by

(or based on) the filter base B.

9.2.12. Proposition. Let B be a filter base in a topological space X, let (xλ) the the net generated
by B, and let a ∈ X. Then xλ → a if and only if B→ a.

9.3. Compatible Topologies

9.3.1. Definition. Let T be a topology on a vector space X. We say that T is compatible with
the linear structure on X if the operations of addition A : X ×X → X : (x, y) 7→ x+ y and scalar
multiplication M : K×X : (α, x) 7→ αx are continuous. (Here we understand X ×X and K×X to
be equipped with the product topology.)

If X is a vector space on which has been defined a topology T compatible with its linear
structure, we say that the pair (X,T) is a topological vector space. (As you doubtless
expect, we will almost always continue using standard illogical abridgements such as “Let X be a
topological vector space . . . ”.) We denote by TVS the category of topological vector space and
continuous linear maps.

9.3.2. Example. Let X be a nonzero vector space. The discrete topology on X is not compatible
with the linear structure on X.

9.3.3. Proposition. Let X be a topological vector space, a ∈ X, and α ∈ K.

(a) The mapping Ta : x 7→ x+ a ( translation by a) of X into itself is a homeomorphism.
(b) If α 6= 0, the mapping x 7→ αx of X into itself is a homeomorphism.
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9.3.4. Corollary. A set U is a neighborhood of a point x in a topological vector space if and only
if −x+ U is a neighborhood of 0.

9.3.5. Corollary. Let U be a filterbase for the neighborhood filter at the origin in a topological
vector space X. A subset V of X is open if and only if for every x ∈ V there exists U ∈ U such
that x+ U ⊆ V .

What the preceding corollary tells us is that the topology of a topological vector space is
completely determined by a filterbase for the neighborhood filter at the origin of the space. We
call such a filterbase a local base (for the topology).

9.3.6. Proposition. If U is a neighborhood of the origin in a topological vector space and 0 6= λ ∈
K, then λU is a neighborhood of the origin.

9.3.7. Proposition. In a topological vector space every neighborhood of 0 contains a balanced
neighborhood of 0.

9.3.8. Proposition. In a topological vector space every neighborhood of 0 every neighborhood of
the origin is absorbing.

9.3.9. Proposition. If V is a neighborhood of 0 in a topological vector space, then there exists a
neighborhood U of 0 such that U + U ⊆ V .

The next proposition is (almost) a converse of the preceding three.

9.3.10. Proposition. Let X be a vector space and U be a filterbase on X which satisfies the
following conditions:

(a) every member of U is balanced;
(b) every member of U is absorbing; and
(c) for every V ∈ U there exists U ∈ U such that U + U ⊆ V .

Then there exists a topology T on X under which X is a topological vector space and U is a local
base for T.

9.3.11. Example. In a normed linear space the family {Cr(0) : r > 0} of closed balls about the
origin is a local base for the topology on the space.

9.3.12. Example. Let Ω be a nonempty open subset of Rn. For every compact subset K ⊆ Ω and
every ε > 0 let UK,ε = {f ∈ C(Ω): |f(x)| ≤ ε whenever x ∈ K}. Then the family of all such sets
UK,ε is a local base for a topology on C(Ω). This is the topology of uniform convergence
on compact sets.

9.3.13. Proposition. Let A be a subset of a topological vector space and 0 6= α ∈ K. Then
αA = αA.

9.3.14. Proposition. Let S be a set in a topological vector space.

(a) If S is balanced, so is its closure.
(b) The balanced hull of S may fail to be closed even if S itself is closed.

Hint for proof . For (b) let S be the hyperbola in R2 whose equation is xy = 1.

9.3.15. Proposition. If M is a vector subspace of a topological vector space, then so is M .

It is clear that every absorbing set in a topological vector space must contain the origin. The
next example shows, however, that it need not contain a neighborhood of the origin.

9.3.16. Example (Schatz’s apple). In the real vector space R2 the set

C1

(
(−1, 0)

)
∪ C1

(
(1, 0)

)
∪
(
{0} × [−1, 1]

)
is absorbing, but is not a neighborhood of the origin.
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The next result tells us that in a topological vector space compact sets and closed sets can be
separated by open sets if they are disjoint.

9.3.17. Proposition. If K and C are nonempty disjoint subsets of a topological space X with K
compact and C closed, then there is a neighborhood V of the origin such that (K+V )∩(C+V ) = ∅.

9.3.18. Corollary. If K is a compact subset of a Hausdorff topological vector space X and C is a
closed subset of X, then K + C is closed in X.

Hint for proof . Let x ∈ (K + C)c. Consider the sets x−K and C.

9.3.19. Corollary. Every member of a local base B for a topological vector space contains the
closure of a member of B.

9.3.20. Proposition. Let X be a topological vector space. Then the following are equivalent.

(a) {0} is a closed set in X.
(b) {x} is a closed set for every x ∈ X.
(c) For every x 6= 0 in X there exists a neighborhood of the origin to which x does not belong.
(d)

⋂
U = {0} where U is a local base for X.

(e) X is Hausdorff

9.3.21. Definition. A topological space is regular if points and closed sets can be separated by
open sets; that is, if C is a closed subset of the space and x is a point of the space not in C, then
there exist disjoint open sets U and V such that C ⊆ U and x ∈ V .

9.3.22. Proposition. Every Hausdorff topological vector space is regular.

9.3.23. Corollary. If X is a topological space in which points are closed sets, then X is regular.

9.3.24. Proposition. Let X be a Hausdorff topological vector space. If M is a subspace of X and
F is a finite dimensional vector subspace of X, then M + F is closed in X. (In particular, F is
closed.)

9.3.25. Definition. A subset B of a topological vector space is bounded if for every neighborhood
U of 0 in the space there exists α > 0 such that B ⊆ αU .

9.3.26. Proposition. A subset of a topological vector space is bounded if and only if it is absorbed
by every neighborhood of 0.

9.3.27. Proposition. A subset B of a topological vector space is bounded if and only if αnxn → 0
whenever (xn) is a sequence of vectors in B and (αn) is a sequence of scalars in c0.

9.3.28. Proposition. If a subset of a topological vector space is bounded, then so is its closure.

9.3.29. Proposition. If subsets A and B of a topological vector space are bounded, then so is
A ∪B.

9.3.30. Proposition. If subsets A and B of a topological vector space are bounded, then so is
A+B.

9.3.31. Proposition. Every compact subset of a topological vector space is bounded.

As is the case with normed linear spaces, we say that linear maps are bounded if they take
bounded sets to bounded sets.

9.3.32. Definition. A linear map T : X → Y between topological vector spaces is bounded if
T→(B) is a bounded subset of Y whenever B is a bounded subset of X.

9.3.33. Proposition. Every continuous linear map between topological vector spaces is bounded.
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9.3.34. Definition. A filter F on a subset A of a topological vector space X is a Cauchy filter
if for every neighborhood U of the origin in X there exists B ⊆ A such that

B −B ⊆ U .

9.3.35. Proposition. On a topological vector space every convergent filter is Cauchy.

9.3.36. Definition. A subset A of a topological vector space X is complete if every Cauchy filter
on A converges to a point of A.

9.3.37. Proposition. Every complete subset of a Hausdorff topological vector space is closed.

9.3.38. Proposition. If C is a closed subset of a complete set in a topological vector space, then
C is complete.

9.3.39. Proposition. A linear map T : X → Y between topological vector spaces, is continuous if
and only if it is continuous at zero.

9.4. Quotients

9.4.1. Convention. As is the case with Hilbert and Banach spaces the word “subspace” in the
context of topological vector spaces means closed vector subspace.

9.4.2. Definition. Let M be a vector subspace of a topological vector space X and π : X →
X/M : x 7→ [x] be the usual quotient map. On the quotient vector space X/M we define a topology,
which we call the quotient topology, by specifying the neighborhood filter at the origin in X/M
to be the image under π of the neighborhood filter at the origin in X. That is, we declare a subset
V of X/M to be a neighborhood of 0 when, and only when, there exists a neighborhood U of the
origin in X such that V = π→(U).

9.4.3. Proposition. Let M be a vector subspace of a topological vector space X. When X/M is
given the quotient topology the quotient map π : X → X/M is both an open map and continuous.

9.4.4. Example. Let M be the y-axis in the topological vector space R2 (with its usual topology).
Identify R2/M with the x-axis. Although the quotient map takes open sets to open sets, the
hyperbola {(x, y) ∈ R2 : xy = 1} shows that π need not take closed sets to closed sets.

9.4.5. Proposition. Let M be a vector subspace of a topological vector space X. The quotient
topology on X/M is the largest topology under which the quotient map is continuous.

The next proposition assures us that the quotient topology, as defined above, makes the quotient
vector space into a topological vector space.

9.4.6. Proposition. Let M be a vector subspace of a topological vector space X. The quotient
topology on X/M is compatible with the vector space operations on that space.

9.4.7. Proposition. If M is a vector subspace of a topological vector space X, then the quotient
space X/M is a Hausdorff if and only if M is closed in X.

9.4.8. Exercise. Explain also how the preceding proposition enables us to associate with a non-
Hausdorff topological vector space another space that is Hausdorff.

9.4.9. Proposition. Let T : X → Y be a linear map between topological vector spaces and M be a

subspace of X. If M ⊆ kerT , then there exists a unique function T̃ : X/M → Y such that T = T̃ ◦π
(where π is the quotient map). The function T̃ is linear; it is continuous if and only if T is; it is
open if and only if T is.
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9.5. Locally Convex Spaces and Seminorms

9.5.1. Proposition. In a topological vector space the closure of a convex set is convex.

9.5.2. Proposition. In a topological vector space every convex neighborhood of 0 contains a bal-
anced convex neighborhood of 0.

9.5.3. Proposition. A closed subset C of a topological vector space is convex if and only if 1
2(x+y)

belongs to C whenever x and y do.

9.5.4. Proposition. If a subset of a topological vector space is convex so are its closure and its
interior.

9.5.5. Definition. A topological vector space is locally convex if it has a local base consisting
of convex sets. For brevity we will refer to a locally convex topological vector space simply as a
locally convex space.

9.5.6. Proposition. If p is a seminorm on a vector space, then p(0) = 0.

9.5.7. Proposition. If p is a seminorm on a vector space V , then |p(x)− p(y)| ≤ p(x− y) for all
x, y ∈ V .

9.5.8. Corollary. If p is a seminorm on a vector space V , then p(x) ≥ 0 for all x ∈ V .

9.5.9. Proposition. If p is a seminorm on a vector space V , then p←({0}) is a vector subspace
of V .

9.5.10. Definition. Let p be a seminorm on a vector space V and ε > 0. We will call the set
Bp,ε := p←

(
[0, ε)

)
the open semiball of radius ε at the origin determined by p. Similarly, the set

Cp,ε := p←
(
[0, ε]

)
is the closed semiball of radius ε at the origin determined by p. For the open

and closed semiballs of radius one determined by p use the notations Bp and Cp, respectively.

9.5.11. Proposition. Let P be a family of seminorms on a vector space V . The family U of
all finite intersections of open semiballs at the origin of V induces a (not necessarily Hausdorff)
topology on V which is compatible with the linear structure of V and for which U is a local base.

Hint for proof . Proposition 9.3.10.

9.5.12. Proposition. Let p be a seminorm on a topological vector space X. Then the following
are equivalent:

(a) Bp is open in X;
(b) p is continuous at the origin; and
(c) p is continuous.

9.5.13. Proposition. If p and q are continuous seminorms on a topological vector space, then so
are p+ q and max{p, q}.
9.5.14. Example. Let N be an absorbing, balanced, convex subset of a vector space V . Define

µ
N

: V → R : x 7→ inf{λ > 0: x ∈ λN}.
The function µ

N
is a seminorm on V . It is called the Minkowski functional of N .

9.5.15. Proposition. If N is an absorbing balanced convex set in a vector space V and µ
N

is the
Minkowski functional of N , then

Bµ
N
⊆ N ⊆ Cµ

N

and the Minkowski functionals generated by the three sets Bµ
N

, N , and Cµ
N

are all identical.

9.5.16. Proposition. If N is an absorbing balanced convex set in a vector space V and µ
N

is the
Minkowski functional of N , then µ

N
is continuous if and only if N is a neighborhood of zero, in

which case
Bµ

N
= N◦ and Cµ

N
= N.
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9.5.17. Corollary. Let N be an absorbing, balanced, convex, closed subset of a topological vector
space X. Then the Minkowski functional µ

N
is the unique seminorm on X such that N = Cµ

N
.

9.5.18. Proposition. Let p be a seminorm on a vector space V . Then the set Bp is absorbing,
balanced, and convex. Furthermore, p = µ

Bp
.

9.5.19. Definition. A family P of seminorms on a vector space V is separating if for every
x ∈ X there exists p ∈ P such that p(x) 6= 0.

9.5.20. Proposition. In a topological vector space let B be a local base consisting of balanced
convex open sets. Then {µ

N
: N ∈ B} is a separating family of continuous seminorms on the space

such that N = Bµ
N

for every N ∈ B.

The next proposition demonstrates the way in which many of the most important locally convex
spaces arise—from a separating family of seminorms.

9.5.21. Proposition. Let P be a separating family of seminorms on a vector space V . For each
p ∈ P and each n ∈ N let Up,n = p←

(
[0, 1

n)
)
. Then the family of all finite intersections of the sets

Up,n comprises a balanced convex local base for a topology on V under which V becomes a locally
convex space and every seminorm in P is continuous.

9.5.22. Example. Let X be a locally compact Hausdorff space. For every nonempty compact
subset K of X define

p
K

: C(X)→ K : f 7→ sup{|f(x)| : x ∈ K}.
Then the family P of all p

K
where K is a nonempty compact subset of X is a family of seminorms

under which C(X) becomes a locally convex space.

9.5.23. Proposition. A linear map T : V →W from a topological vector space to a locally convex
spaces is continuous if and only if p ◦ T is a continuous seminorm on V for every continuous
seminorm p on W .

9.5.24. Proposition. Let p be a continuous seminorm on a subspace M of a locally convex space X.
Then p can be extended to a continuous linear functional on all of X.

Proof. See [7], proposition IV.5.13.

9.6. Fréchet Spaces

9.6.1. Definition. A topological space (X,T) is metrizable if there exists a metric d on X ×X
such that the topology generated by d is T.

9.6.2. Definition. A metric d on a vector space V is translation invariant if

d(x, y) = d(x+ a, y + a)

for all x, y, and a in V .

9.6.3. Proposition. Let (X,T) be a Hausdorff topological vector space with a countable local base.
Then there exists a translation invariant metric d on V which generates the topology T and whose
open balls at the origin are balanced. If X is a locally convex space then d may be chosen so that,
additionally, its open balls are convex.

Proof. See [42], theorem 1.24.

9.6.4. Example. Let {pn : n ∈ N} be a a countable separating family of seminorms on a vector
space X and T be the topology on X guaranteed by proposition 9.5.21. In this case we can explicitly
define a translation invariant metric on X which induces the topology T. For an arbitrary sequence(
αk
)
∈ c0 a metric with the desired properties is given by

d(x, y) = max
k∈N

{
αkpk(x− y)

1 + pk(x− y)

}
.
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Proof. See [42], remark 1.38(c).

9.6.5. Definition. A Fréchet space is a complete metrizable locally convex space.

9.6.6. Notation. Let A and B be subsets of a topological space. We write A ≺ B if A ⊆ B◦.

9.6.7. Proposition. The following hold for subsets A, B, and C of a topological space:

(a) if A ≺ B and B ≺ C, then A ≺ C;
(b) if A ≺ C and B ≺ C, then A ∪B ≺ C; and
(c) if A ≺ B and A ≺ C, then A ≺ B ∩ C.

Here is a standard result from elementary topology.

9.6.8. Proposition. Let Ω be a nonempty open subset of Rn. The there exists a sequence (Kn) of

nonempty compact subsets of Ω such that Ki ≺ Kj whenever i < j and
∞⋃
i=1

Ki = Ω.

Proof. See [44], lemma 10.1.

9.6.9. Example. Let Ω be a nonempty open subset of some Euclidean space Rn and C(Ω) be
the family of all continuous scalar valued functions on Ω. By the preceding proposition we can
write Ω as the union of a countable collection of nonempty compact sets K1, K2, . . . such that
Ki ≺ Kj whenever i < j. For each n ∈ N and f ∈ C(Ω) let pn(f) = sup{|f(x)| : x ∈ Kn} as in
example 9.5.22. According to proposition 9.5.21 this family of seminorms makes C(Ω) into a locally
convex space. Let T be the resulting topology on this space. By example 9.6.4 the function

d(f, g) = max
k∈N

2−kpk(f − g)

1 + pk(f − g)

defines a metric on C(Ω) which induces the topology T. Under this metric C(Ω) is a Fréchet space.

9.6.10. Notation (Multi-index notation). Let Ω be an open subset of a Euclidean space Rn. We
will consider infinitely differentiable scalar valued functions on Ω; that is, functions on Ω which have
derivatives of all orders at each point of Ω. We will refer to such functions as smooth functions
on Ω. The class of all smooth functions on Ω is denoted by C∞(Ω).

Another important class we will consider is C∞c (Ω), the family of all infinitely differentiable
scalar valued functions on Ω which have compact support; that is, which vanish outside of some
compact subset of Ω. The functions in this family are frequently called test functions on Ω.
Another, shorter, notation in common use for this family is D(Ω).

We will be interested in differential operators on the spaces D(Ω). Let α = (α1, . . . , αn) be a
multi-index, that is, an n-tuple of integers where each αk ≥ 0, and let

Dα =

(
∂

∂x1

)α1

. . .

(
∂

∂xn

)αn
.

The order of the differential operator Dα is |α| :=
∑n

k=1 αk. (When |α| = 0 we understand

Dα(f) = f for each function f .) An alternative notation for Dαf is f (α).

9.6.11. Example. On the family C∞(Ω) of smooth functions on a open subset Ω of a Euclidean
space Rn define a family {p

K,j
} of seminorms. For each compact subset K of Ω and each j ∈ N let

p
K,j

(f) = sup{|Dαf(x)| : x ∈ K and |α| ≤ j}.

This family of seminorms makes C∞(Ω) into a Fréchet space. The resulting topology on C∞(Ω) is
sometimes called the topology of uniform convergence on compacta of the functions and all their
derivatives.

Hint for proof . To see that the space is metrizable use example 9.6.4 and proposition 9.6.8.
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9.6.12. Example. Let n ∈ N . Denote by S = S(Rn) the space of all smooth functions f defined
on all of Rn which satisfy

lim
‖x‖→∞

‖x‖k|Dαf(x)| = 0

for all multi-indices α = (α1. . . . , αn) ∈ Nn and all integers k ≥ 0. Such functions are frequently
referred to as functions with rapidly decreasing derivatives or even more simply as rapidly decreasing
functions. On S we place the topology defined by the seminorms

p
m,k

:= sup
|α|≤m

{
sup
x∈Rn
{(1 + ‖x‖2)m|(Dαf)(x)|}

}
for k, m = 0, 1, 2, . . . . The resulting space is a Fréchet space called the Schwartz space of Rn.

Hint for proof . For a proof of completeness see [44], Example IV, pages 92–94.

9.6.13. Proposition. A test function ψ on R is the derivative of another test function if and only
if
∫∞
−∞ ψ = 0.

9.6.14. Proposition. Let F be a Fréchet space whose topology is induced by a translation invariant
metric. Then every bounded subset of F a has finite diameter.

9.6.15. Example. Consider the Fréchet space R with the topology induced by the translation

invariant metric d(x, y) =
|x− y|

1 + |x− y|
. Then the set N of natural numbers has finite diameter but

is not bounded.





CHAPTER 10

DISTRIBUTIONS

10.1. Inductive Limits

10.1.1. Definition. Let D be a directed set under a partial ordering ≤ and let {Ai : i ∈ D} be
a family of objects in some category C. Suppose that for each i, j ∈ D with i ≤ j there exists a
morphism φj,i : Ai → Aj satisfying φki = φkjφji whenever i ≤ j ≤ k in D. Suppose also that φii
is the identity mapping on Ai for each i ∈ D. Then the indexed family A =

(
Ai
)
i∈D of objects

together with the indexed family φ =
(
φji
)

of connecting morphisms is called a directed system
in C.

10.1.2. Definition. Let the pair (A,φ) be a directed system (as above) in a category C whose
underlying directed set is D. An inductive limit (or direct limit) of the system (A,φ) is a
pair (L,µ) where L is an object in C and µ =

(
µi
)
i∈D is a family of morphisms µj : Aj → L in C

which satisfy

(a) µi = µjφji whenever i ≤ j in D, and
(b) if (M,λ) is a pair where M is an object in C and λ =

(
λi
)
i∈D is an indexed family of

morphisms λj : Aj →M in C satisfying λi = λjφji whenever i ≤ j in D, then there exists
a unique morphism ψ : L→M such that λi = ψµi for each i ∈ N.

Abusing language in a standard fashion we usually say that L is the inductive limit of the system
A = (Ai) and write L = lim−→Ai.

L

ψ

��

· · · // Ai

µi

55

λi

))

φji // Aj

µj

99

λj

%%

// · · ·

M

In an arbitrary (concrete) category inductive limits need not exist. However, if they do they
are unique.

10.1.3. Proposition. Inductive limits (if they exist in a category) are unique (up to isomorphism).

103
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10.1.4. Example. Let S be a nonempty object in the category SET. Consider the family P(S)
of all subsets of S directed by the partial ordering ⊆. Whenever A ⊆ B ⊆ S, take the connecting
morphism ι

BA
to be the inclusion mapping from A into B. Then P(S), together with the family

of connecting morphisms, form a directed system. The inductive limit if this system is S.

10.1.5. Example. Direct limits exist in the category VEC of vector spaces and linear maps.

Hint for proof . Let (V,φ) be a directed system in VEC (as in definition 10.1.1) and D be

its underlying directed set. For the inductive limit of this system try
∏
i∈D

Vi

/⊕
i∈D

Vi (see exam-
ples 3.5.10 and 3.6.10).

It is helpful to keep in mind that two elements x and y in the quotient space lie in the same
equivalence class if their difference has finite support, that is, if xi and yi are eventually equal.
You may find it helpful to make use of the functions νi : Vi →

∏
k∈D

Vk (where i ∈ D) defined by

νi(u) =

{
φji(u), if i ≤ j ;
0, otherwise.

10.1.6. Example. The sequence Z 1 //Z 2 //Z 3 //Z 4 // . . . (where n : Z→ Z satisfies n(1) = n)
is an inductive sequence of Abelian groups whose inductive limit is the set Q of rational numbers.

10.1.7. Example. The sequence Z 2 //Z 2 //Z 2 //Z 2 // . . . is an inductive sequence of Abelian
groups whose inductive limit is the set of dyadic rational numbers.

10.2. LF -spaces

Since our principal goal in this chapter is an introduction to the theory of distributions, we
will from now on restrict our attention to an especially simple type of inductive limit—the strict
inductive limit of an inductive sequence. In particular, we will interested in strict inductive limits
of increasing sequences of Fréchet spaces.

Recall that a weak topology on a set S is induced by a family of functions fα : S → Xα mapping
into topological spaces. It is the weakest topology on S which makes all these functions continuous
(see exercise 4.7.2). A dual notion is that of a strong topology, a topology induced by a family
of functions mapping from topological spaces Xα into S. It is the strongest topology under which
all these functions are continuous. One strong topology which we have already encountered is the
quotient topology (see proposition 9.4.5). Another important example, which we introduce next, is
the inductive limit topology.

10.2.1. Definition. A strict inductive sequence is a sequence (Xi) of locally convex spaces
such that for each i ∈ N

(i) Xi is a closed subspace of Xi+1 and
(ii) the topology Ti on the space Xi is the restriction to Xi of the sets belonging to Ti+1.

This is, of course, a directed system in which the connecting morphisms φji are just the inclusion
maps of Xi into Xj for i < j.

The strict inductive limit of such a sequence of spaces is their union L =
⋃∞
i=1Xi. We

give L the largest locally convex topology under which all the inclusion maps ψi : Xi → L are
continuous. This is the inductive limit topology on L.

10.2.2. Proposition. The inductive limit topology defined above exists.

10.2.3. Definition. The strict inductive limit of a sequence of Fréchet spaces is an LF -space.

10.2.4. Example. The space D(Ω) = C∞c (Ω) of test functions on an open subset Ω of a Euclidean
space is an LF -space (see notation 9.6.10).

10.2.5. Proposition. Every LF -space is complete.

Proof. See [44], theorem 13.1.
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10.2.6. Proposition. Let T : L→ Y be a linear map from an LF -space to a locally convex space.
Suppose that L = lim−→Xk where (Xk) is a strict inductive sequence of Fréchet spaces. Then T is

continuous if and only if its restriction T
∣∣
Xk

to each Xk is continuous.

Proof. See [44], proposition 13.1, or [7], proposition IV.5.7, or [19], theorem B.18(c).

CAUTION. François Treves, in his beautifully written book on Topological Vector Spaces, Dis-
tributions, and Kernels, warns his readers against a particularly insidious error: it is very easy to
assume that if M is a closed vector subspace of an LF -space L = lim−→Xk, then the topology which

M inherits from L must be the same as the inductive limit topology it gets from the strict inductive
sequence of Fréchet spaces M ∩Xk. This turns out not to be true in general.

10.2.7. Proposition. Let T : L→ Y be a linear map from an LF -space to a locally convex space.
Then T is continuous if and only if it is sequentially continuous.

10.3. Distributions

10.3.1. Definition. Let Ω be a nonempty open subset of Rn. A function f : Ω → R is locally
integrable if

∫
K |f | dµ <∞ for every compact subset K of Ω. (Here µ is the usual n-dimensional

Lebesgue measure.) The family of all such functions on Ω is denoted by Lloc
1 (Ω).

10.3.2. Example. The constant function 1 on the real line is locally integrable, even though it is
certainly not integrable.

A locally integrable function need not even be continuous. On the real line, for example, the
characteristic function of any Lebesgue measurable set is locally integrable. Imagine how convenient
it would be if we could speak meaningfully of the derivative of any such function and, even better,
be permitted to differentiate it as often as we please. — Welcome to the world of distributions.
Here

(1) every locally integrable function may be regarded as a distribution, and
(2) every distribution is infinitely differentiable, and furthermore,
(3) all the familiar differentiation rules of beginning calculus hold.

10.3.3. Definition. Let Ω be a nonempty open subset of Rn. A distribution is a continuous
linear functional on the space D(Ω) = C∞c (Ω) of test functions on Ω. Although such a functional
is, technically, defined on a space of functions on Ω, we will follow the usual sloppy practice and
refer to it as a distribution on Ω. The set of all distributions on Ω, the dual space of D(Ω) will be
denoted by D∗(Ω).

10.3.4. Proposition. Let Ω be an open subset of Rn. A linear functional L on the space D(Ω)
of test functions on Ω is a distribution if and only if L(φk) → 0 whenever (φk) is a sequence of

test functions such that φ
(α)
k → 0 uniformly for every multi-index α and there exists a compact set

K ⊆ Ω which contains the support of each φk.

Proof. See [7], proposition IV.5.21 or [44], proposition 21.1(b).

10.3.5. Example. If Ω is a nonempty open subset of Rn and f is a locally integrable function on
Ω, then the map

Lf : D(Ω)→ K : φ 7→
∫
fφ dλ

is a distribution. Such a distribution is called a regular distribution. A distribution which is not
regular is called a singular distribution.

Note. Let u be a distribution and φ be a test function on Ω. Standard notations for u(φ) are

〈u, φ〉 and 〈φ, u〉. Also we use the notation f̃ for Lf . Thus in the preceding example

〈f̃ , φ〉 = 〈φ, f̃〉 = f̃(φ) = 〈Lf , φ〉 = 〈φ,Lf 〉 = Lf (φ)

for f ∈ Lloc
1 (Ω).
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10.3.6. Example. If µ is a regular Borel measure on a nonempty open subset Ω of Rn and f is a
locally integrable function on Ω, then the map

Lµ : D(Ω)→ R : φ 7→
∫

Ω
fφ dµ

is a distribution on Ω.

10.3.7. Notation. Let a ∈ R. Define µa, Dirac measure concentrated at a, on the Borel sets of
R by

µa(B) =

{
1, if a ∈ B
0, if a /∈ B.

We denote the corresponding distribution by δa and call it the Dirac delta distribution at a.
Thus δa = Lµa . If a = 0, we write δ for δ0. Historically the distribution δ has been afflicted with a
notoriously misleading (although not technically incorrect) name: the Dirac delta function.

10.3.8. Example. If δa is the Dirac delta distribution at a point a ∈ R and φ is a test function
on R, then δa(φ) = φ(a).

10.3.9. Notation. Let H denote the characteristic function of the interval [0,∞). This is the

Heaviside function. Its corresponding distribution H̃ = LH is the Heaviside distribution.

10.3.10. Example. If H̃ is the Heaviside distribution and φ ∈ D(R), then H̃(φ) =
∫∞

0 φ.

10.3.11. Example. Let f be a differentiable function on R whose derivative is locally integrable.
Then

Lf ′(φ) = −Lf (φ ′) (10.1)

for every φ ∈ D(R).

Hint for proof . Integration by parts.

Now an important question arises: How can we define the “derivative” of a distribution? It is
certainly natural to want a regular distribution to behave in much the same way as the function
from which it arises. That is, we would like the derivative (Lf )′ of a regular distribution Lf to
correspond with the regular distribution arising from the derivative of the function f . That is to
say, what we want is (Lf )′ = Lf ′ . This suggests, according to the preceding example, that for
differentiable functions f with locally integrable derivatives we should define

(Lf )′(φ) = −Lf (φ ′) (10.2)

for every φ ∈ D(R). The observation that the right side of the equation (10.2) makes sense for any
distribution whatever motivates the following definition.

10.3.12. Definition. Let u be a distribution on a nonempty open subset Ω of R. We define u ′,
the derivative of u, by

u ′(φ) := −u(φ ′)

for every test function φ on Ω. We also use the notation Du for the derivative of u.

10.3.13. Example. The Dirac distribution δ is the derivative of the Heaviside distribution H̃.

10.3.14. Exercise. Let S be the signum (or sign) function on R; that is, let S = 2H − 1, where
H is the Heaviside function. Also let g be the function on R such that g : x 7→ −x − 3 for x < 0
and g : x 7→ x+ 5 for x ≥ 0.

(a) Find constants α and β such that g̃′ = αS̃ + βδ.

(b) Find a function a on R such that ã′ = S̃.
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10.3.15. Exercise. Let f(x) =

{
1− |x|, if |x| ≤ 1;
0, otherwise.

By calculating both sides of equation (10.1)

separately, show that it is classically correct for every test functions whose support is contained in
the interval [−1, 1].

10.3.16. Exercise. Let f(x) = χ
(0,1)

for x ∈ R and φ ∈ D
(
(−1, 1)

)
. Compare the values of

Lf ′(φ) and
(
Lf
)′

(φ).

10.3.17. Exercise. Let f(x) =

 x, if 0 ≤ x ≤ 1;
x+ 2, if 1 < x ≤ 2;
0, otherwise.

Compare the values of Lf ′(φ) and(
Lf
)′

(φ) for a test function φ.

10.3.18. Exercise. Let h(x) =

 2x, if x < −1;
1, if −1 ≤ x < 1;
0, if x ≥ 1.

Find a locally integrable function f such

that f̃ ′ = h̃+ 3δ1 − δ−1.

No difficulty is encountered in extending definition 10.3.12 to partial derivatives of distributions.

10.3.19. Definition. Let u be a distribution on some nonempty open subset Ω of Rn for some
n ≥ 2 and α be a multi-index. We define the differential operator Dα =

(
∂
∂x1

)α1 . . .
(

∂
∂xn

)αn
of order |α| acting on u by

Dαu(φ) := (−1)|α|u
(
φ(α))

for every test function φ on Ω. An alternative notation for Dαu is u(α).

10.3.20. Exercise. A dipole (of electric moment 1 at the origin in R) may be thought of as the
“limit” as ε→ 0+ of a system Tε of two charges −1

ε and 1
ε placed at 0 and ε, respectively. Show how

this might lead one to define a dipole mathematically as −δ ′. Hint. Think of Tε as the distribution
1
ε δε −

1
ε δ.

10.3.21. Definition. Let X be a Hausdorff locally convex space and X∗ be its dual space, that
is, the space of all continuous linear functionals on X. For every f ∈ X∗ define

pf : X → K : x 7→ |f(x)|.
Clearly each pf is a seminorm on X. Just as in the case of normed linear spaces we define the weak
topology on X, denoted by σ(X,X∗), to be the weak topology generated the family {pf : f ∈ X∗}
of seminorms on X. Similarly, for each x ∈ X define

px : X∗ → K : f 7→ |f(x)|.
Again each px is a seminorm on X∗ and we define the w∗-topology on X∗, denoted by σ(X∗, X),
to be the weak topology generated by the family {px : x ∈ X} of seminorms on X∗.

10.3.22. Proposition. If the space of distributions D∗(Ω) on an open subset Ω of Rn is given the
w∗-topology, then a net (uλ) of distributions on Ω converges to a distribution v on Ω if and only if
〈uλ, φ〉 → 〈v, φ〉 for every test function φ on Ω.

10.3.23. Proposition. Suppose that a net (uλ) of distributions converges to a distribution v. Then

uλ
(α) → v(α) for every multi-index α.

Proof. See [42], Theorem 6.17; or [49], Chapter II, Section 3, Theorem; or [19], Theorem 3.9;
or [26], Chapter 8, Proposition 2.4. �

10.3.24. Proposition. If g, fk ∈ Lloc
1 (Ω) for every k (where Ω

◦
⊆ Rn) and fk → g uniformly on

every compact subset of Ω, then f̃k → g̃.
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10.3.25. Proposition. If f ∈ C∞(Rn), then (Lf )(α) = Lf (α) for any multi-index α.

10.3.26. Exercise. If δ isn’t a function on R, then what do people think they mean when they
write

lim
k→∞

k

π(1 + k2x2)
= δ(x) ?

Show that, properly interpreted (as an assertion about distributions), it is even correct. Hint. If
sk(x) = k π−1(1 + k2x2)−1 and φ is a test function on R, then

∫∞
−∞ skφ =

∫∞
−∞ skφ(0) +

∫∞
−∞ skη

where η(x) = φ(x)− φ(0). Show that
∫∞
−∞ skη → 0 as k →∞.

10.3.27. Exercise. Let fn(x) = sinnx for n ∈ N and x ∈ R. The sequence (fn) does not converge
classically; but it does converge distributionally (to 0). Make this assertion precise, and prove it.
Hint. Antidifferentiate.

10.3.28. Proposition. If φ is an infinitely differentiable function on R with compact support, then

lim
n→∞

2

π

∫ ∞
−∞

n3x(
1 + n2x2

)2 φ(x) dx = φ′(0) .

10.3.29. Exercise. Make sense of the expression

2π
∞∑

n=−∞
δ(x− 2πn) = 1 + 2

∞∑
n=1

cosnx ,

and show that, properly interpreted, it is correct. Hint. Anyone depraved enough to believe that
δ(x) means something would be likely to interpret δ(x − a) as being the same thing as δa(x).
You might start the process of rationalization by calculating the Fourier series of the function g
defined by g(x) = 1

4πx
2 − 1

2x on [0, 2π] and then extended periodically to R. You may need to
look up theorems on pointwise and uniform convergence of Fourier series and on term-by-term
differentiation of such series.

10.3.30. Definition. Let Ω be an open subset of Rn, u ∈ D∗(Ω), and f ∈ C∞(Ω). Define

(fu)(φ) := u(fφ)

for all test functions φ on Ω. Equivalently, we may write 〈fu, φ〉 = 〈u, fφ〉.

10.3.31. Proposition. The function fu in the preceding definition is a distribution on Ω.

Proof. See [42], page 159, section 6.15.

10.4. Convolution

This section and section 10.6 provide a very brief introduction to the convolution and Fourier
transforms of distributions. For many of the proofs, and a more detailed exposition, the reader is
referred to Walter Rudin’s elegant Functional Analysis text [42].

To avoid the appearance in formulas of an excessive number of factors of the form
√

2π and
its reciprocal, we will for the remainder of this chapter integrate with respect to normalized
Lebesgue measure m on R. It is defined by

m(A) :=
1√
2π
λ(A)

for every Lebesgue measurable subset A of R (where λ is ordinary Lebesgue measure on R).
We review a few elementary facts from real analysis concerning convolution of scalar valued

functions. Recall that a complex or extended real valued function on R is said to be Lebesgue
integrable if

∫
R|f | dm <∞ (where m is normalized Lebesgue measure on R). We denote by L1(R)

the Banach space of all equivalence classes of Lebesgue integrable functions on R, two functions
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being equivalent if the Lebesgue measure of the set on which they differ is zero. The norm on this
Banach space is given by

‖f‖1 :=

∫
R
|f | dm.

10.4.1. Proposition. Let f and g be Lebesgue integrable functions on R. The function

y 7→ f(x− y)g(y)

belongs to L1(R) for almost all x. Define a function f ∗ g by

(f ∗ g)(x) :=

∫
R
f(x− y)g(y) dm(y)

wherever the right hand side makes sense. Then the function f ∗ g belongs to L1(R).

Proof. See [24], Theorem 21.31.

10.4.2. Definition. The function f ∗ g defined above is the convolution of f and g.

10.4.3. Proposition. The Banach space L1(R) under convolution is a commutative Banach alge-
bra. It is, however, not unital.

Proof. See [24], Theorems 21.34 and 21.35.

10.4.4. Definition. For each f in L1(R) define a function f̂ by

f̂(x) =

∫ ∞
−∞

f(t)e−itx dm(t).

The function f̂ is the Fourier transform of f . Sometimes we write Ff for f̂ .

10.4.5. Theorem (Riemann-Lebesgue Lemma). If f ∈ L1(R), then f̂ ∈ C0(R).

Proof. See [24], 21.39.

10.4.6. Proposition. The Fourier transform

F : L1(R)→ C0(R) : f 7→ f̂

is a homomorphism of Banach algebras. Neither algebra is unital.

For applications the most useful aspect of the preceding proposition is that the Fourier transform

converts convolution in L1(R) to pointwise multiplication in C0(R); that is, f̂g = f̂ ĝ.
We next define what it means to take the convolution of a distribution and a test function.

10.4.7. Notation. For a point x ∈ R and a scalar valued function φ on R define

φx : R→ R : y 7→ φ(x− y).

10.4.8. Proposition. If φ and ψ are scalar valued functions on R and x ∈ R, then

(φ+ ψ)x = φx + ψx .

10.4.9. Proposition. For u ∈ D∗(R) and φ ∈ D(R), let

(u ∗ φ)(x) := 〈u, φx〉
for all x ∈ R. Then u ∗ φ ∈ C∞(R).

Proof. See [42], Theorem 6.30(b).

10.4.10. Definition. When u and φ are as in the preceding proposition, the function u ∗ φ is the
convolution of u and φ.

10.4.11. Proposition. If u and v are distributions on R and φ is a test function on R, then

(u+ v) ∗ φ = (u ∗ φ) + (v ∗ φ) .
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10.4.12. Proposition. If u is a distribution on R and φ and ψ are test functions on R, then

u ∗ (φ+ ψ) = (u ∗ φ) + (u ∗ ψ) .

10.4.13. Example. If H is the Heaviside function and φ is a test function on R, then

(H̃ ∗ φ)(x) =

∫ x

−∞
φ(t) dt.

10.4.14. Proposition. If u ∈ D∗(R) and φ ∈ D(R), then

Dα(u ∗ φ) = (Dαu) ∗ φ = u ∗
(
Dα(φ)

)
.

Proof. See [42], Theorem 6.30(b).

10.4.15. Proposition. If u ∈ D∗(R) and φ, ψ ∈ D(R), then

u ∗ (φ ∗ ψ) = (u ∗ φ) ∗ ψ.

Proof. See [42], Theorem 6.30(c).

10.4.16. Proposition. Let u, v ∈ D∗(R). If

u ∗ φ = v ∗ φ
for all φ ∈ D(R), then u = v.

10.4.17. Definition. Let Ω be an open subset of Rn and u ∈ D∗(Rn). We say that “u = 0 on
Ω” if u(φ) = 0 for every φ ∈ D(Ω). In the same vein we say that “two distributions u and v are
equal on Ω” if u − v = 0 on Ω. A point x ∈ Rn belongs to the support of u if there is no open
neighborhood of x on which u = 0. Denote the support of u by suppu.

10.4.18. Example. The support of the Dirac delta distribution δ is {0}.

10.4.19. Example. The support of the Heaviside distribution H̃ is [0,∞).

10.4.20. Remark. Suppose that a distribution u on Rn has compact support. Then it can be
shown that u has a unique extension to a continuous linear functional on C∞(Rn), the family of all
smooth functions on Rn. Under these conditions the conclusion of proposition 10.4.9 remains true
and the following definition applies. If u ∈ D∗(Rn) has compact support and φ ∈ C∞(Rn), then
the conclusion of proposition 10.4.14 remains true. And if, additionally, ψ is a test function on Rn,
then u ∗ψ is a test function on Rn and the conclusion of 10.4.15 continues to hold. For a thorough
discussion and verification of these claims see [42], Theorems 6.24 and 6.35.

10.4.21. Proposition. If u and v are distributions on Rn and at least one of them has compact
support, then there exists a unique distribution u ∗ v such that

(u ∗ v) ∗ φ = u ∗ (v ∗ φ)

for all test functions φ on Rn.

Proof. See [42], Definition 6.36ff.

10.4.22. Definition. In the preceding proposition the distribution u ∗ v is the convolution of u
and v.

10.4.23. Example. If δ is the Dirac delta distribution, then

1̃ ∗ δ ′ = 0̃ .

10.4.24. Example. If δ is the Dirac delta distribution and H is the Heaviside function, then

δ ′ ∗ H̃ = δ .

10.4.25. Proposition. If u and v are distributions on Rn and at least one of them has compact
support, then u ∗ v = v ∗ u.
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Proof. See [42], Theorem 6.37(a).

10.4.26. Exercise. Prove the preceding proposition under the assumption that both u and v have
compact support. Hint. Work with (u ∗ v) ∗ (φ ∗ ψ) where φ and ψ are test functions, keeping in
mind that convolution of functions is commutative.

10.4.27. Proposition. If u and v are distributions on Rn and at least one of them has compact
support, then

supp(u ∗ v) ⊆ suppu+ supp v.

Proof. See [42], Theorem 6.37(b).

10.4.28. Proposition. If u, v, and w are distributions on Rn and at least two of them have
compact support, then

u ∗ (v ∗ w) = (u ∗ v) ∗ w.

10.4.29. Example. The expression 1̃ ∗ δ ′ ∗ H̃ is ambiguous. Thus the hypothesis concerning the
support of the distributions in the preceding proposition cannot be omitted.

10.4.30. Proposition. Under addition, scalar multiplication, and convolution the family of all
distributions on R with compact support is a unital commutative algebra.

10.5. Distributional Solutions to Ordinary Differential Equations

10.5.1. Notation. Let Ω be a nonempty open subset of R, n ∈ N, and a0, a1, . . . an ∈ C∞(Ω). We
consider the (ordinary) differential operator

L =

n∑
k=0

ak(x)
dk

dxk

and its associated (ordinary) differential equation

Lu = v (10.3)

where u and v are distributions on Ω. In connection with equation (10.3) one can also consider two
variants: the equation

〈Lu, φ〉 = 〈v, φ〉 (10.4)

where φ is a test function, and the equation

〈u, L∗φ〉 = 〈v, φ〉 (10.5)

where φ is a test function and L∗ :=
n∑
k=0

(−1)k
dk(akφ)

dxk
is the formal adjoint of L.

10.5.2. Definition. Suppose that in the equations above the distribution v is given. If there is a
regular distribution u which satisfies (10.3), we say that u is a classical solution to the differential
equation. If u is a regular distribution corresponding to a function which does not satisfy (10.3) in
the classical sense but which does satisfy (10.4) for every test function φ, then we say that u is a
weak solution to the differential equation. And if u is a singular distribution which satisfies (10.5)
for every test function φ, we say that u is a distributional solution to the differential equation.
The family of generalized solutions comprises all classical, weak, and distributional solutions.

10.5.3. Example. The only generalized solutions to the equation
du

dx
= 0 on R are the con-

stant distributions (that is, the regular distributions arising from constant functions). Thus every
generalized solution is classical.
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Hint for proof . Suppose that u is a generalized solution to the equation. Choose a test function
φ

0
such that

∫
R φ0

= 1. Let φ be an arbitrary test function on R. Define

ψ(x) = φ(x)− φ
0
(x)

∫
R
φ

for all x ∈ R. Observe that 〈u, ψ〉 = 0 and compute 〈u, φ〉.

10.5.4. Example. The Heaviside distribution is a weak solution to the differential equation

x
du

dx
= 0 on R. Of course, the constant distributions are classical solutions.

10.5.5. Example. The Dirac δ distribution is a distributional solution to the differential equation

x2du

dx
= 0 on R. (The Heaviside distribution is a weak solution; and constant distributions are

classical solutions.)

10.5.6. Example. For p = 0, 1, 2, . . . the pth derivative
dP δ

dxp
of the Dirac delta distribution is a

solution to the differential equation xp+2du

dx
= 0 on R.

10.5.7. Exercise. Find a distributional solution to the differential equation x
du

dx
+ u = 0 on R.

10.6. The Fourier Transform

In 10.4.4 we defined the Fourier transform of an L1(R) function. An equivalent way of expressing
this definition is in terms of convolution:

(Ff)(x) = (f ∗ εx)(0)

for x ∈ R, where εx is the function t 7→ eitx.

10.6.1. Definition. We wish to extend this helpful transform to distributions. However the space
D∗(R) turns out to be much too large to support a reasonable definition for it. By starting with a
larger set of “test functions”, those in the Schwartz space S(R) (in which D(R) is dense), we get a
smaller space of continuous linear functionals, on which, happily, we can define in a natural way a
Fourier transform.

Before defining the Fourier transform on distributions, let us recall two important facts from
real analysis concerning the Fourier transform acting on smooth integrable functions.

10.6.2. Proposition (Fourier Inversion Formula). If f ∈ S(R), then

f(x) =

∫
R
f̂ εx dm .

10.6.3. Proposition. The Fourier transform

F : S(R)→ S(R) : f 7→ f̂

is a Fréchet space isomorphism (that is, it is a bijective continuous linear map with a continuous
inverse) and for all f ∈ S(R) and x ∈ R we have F2f(x) = f(−x) and therefore F4f = f .

Proof. Proofs of the two preceding results, together with much other information about this
fascinating transform and its many applications to both ordinary and partial differential equations,
can be found in a great variety of sources. A few that come readily to mind are [6], Chapter 7; [28],
Chapter 4, Section 11; [34], Section 11.3; [42], Chapter 7; [44], Chapter 25; and [49], Chapter VI.
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10.6.4. Definition. The inclusion function ι : D(R) → S(R) is continuous. Then the mapping
between their dual spaces

u : S∗(R)→ D∗(R) : τ 7→ uτ = τ ◦ ι
is a vector space isomorphism from S∗(R) onto a space of distributions on R, which we call the
space of tempered distributions (some authors prefer the phrase temperate distributions).
It is conventional to identify linear functionals τ and uτ above. Thus S∗(R) itself is regarded as
the space of tempered distributions.

If you have trouble verifying any of the assertions in the preceding definition, look at Theorem
7.10ff in [42].

10.6.5. Example. Every distribution with compact support is tempered.

10.6.6. Definition. Define the Fourier transform û of a tempered distribution u ∈ S∗(R) by

û(φ) = u(φ̂)

for all φ ∈ S(R). The notation Fu is an alternative to û.

10.6.7. Proposition. If f ∈ L1(R), then we may treat f̃ as a tempered distribution and in that
case

ˆ̃
f =

˜̂
f .

10.6.8. Example. The Fourier transform of the Dirac delta function is given by

δ̂ = 1̃ .

10.6.9. Example. The Fourier transform of the regular distribution 1̃ is given by

ˆ̃1 = δ .

Proposition 10.6.3 has a gratifying generalization to tempered distributions.

10.6.10. Proposition. The Fourier transform F : S∗(R)→ S∗(R) is a bijective continuous linear
map whose inverse is also continuous. Furthermore, F4 is the identity map on S∗(R).

We will return briefly to our discussion of the Fourier transform in the next chapter.





CHAPTER 11

THE GELFAND-NAIMARK THEOREM

As in Chapter 8 we will in this chapter—and for the rest of these notes—assume that our field
of scalars is the field C of complex numbers.

11.1. Maximal Ideals in C(X)

11.1.1. Proposition. If J is a proper ideal in a unital Banach algebra, then so is its closure.

11.1.2. Corollary. Every maximal ideal in a unital Banach algebra is closed.

11.1.3. Example. For every subset C of a topological space X the set

JC :=
{
f ∈ C(X) : f→(C) = {0}

}
is an ideal in C(X). Furthermore, JC ⊇ JD whenever C ⊆ D ⊆ X. (In the following we will
write Jx for the ideal J{x}.)

11.1.4. Proposition. Let X be a compact topological space and I be a proper ideal in C(X). Then
there exists x ∈ X such that I ⊆ Jx.

11.1.5. Proposition. Let x and y be points in a compact Hausdorff space. If Jx ⊆ Jy, then x = y.

11.1.6. Proposition. Let X be a compact Hausdorff space. A subset I of C(X) is a maximal ideal
in C(X) if and only if I = Jx for some x ∈ X.

11.1.7. Corollary. If X is a compact Hausdorff space, then the map x 7→ Jx from X to Max C(X)
is bijective.

Compactness is an important ingredient in proposition 11.1.6.

11.1.8. Example. In the Banach algebra Cb
(

(0, 1)
)

of bounded continuous functions on the in-
terval (0, 1) there exists a maximal ideal I such that for no point x ∈ (0, 1) is I = Jx. Let I be
a maximal ideal containing the ideal S of all functions f in Cb

(
(0, 1)

)
for which there exists a

neighborhood Uf of 0 in R such that f(x) = 0 for all x ∈ Uf ∩ (0, 1).

11.2. The Character Space

11.2.1. Definition. A character (or nonzero multiplicative linear functional) on an
algebra A is a nonzero homomorphism from A into C. The set of all characters on A is denoted
by ∆A.

11.2.2. Proposition. Let A be a unital algebra and φ ∈ ∆A. Then

(a) φ(1) = 1;
(b) if a ∈ invA, then φ(a) 6= 0;
(c) if a is nilpotent (that is, if an = 0 for some n ∈ N), then φ(a) = 0;
(d) if a is idempotent (that is, if a2 = a), then φ(a) is 0 or 1; and
(e) φ(a) ∈ σ(a) for every a ∈ A.

We note in passing that part (e) of the preceding proposition does not give us an easy way of
showing that the spectrum σ(a) of an algebra element is nonempty. This would depend on knowing
that ∆(A) is nonempty.

115
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11.2.3. Example. The identity map is the only character on the algebra C.

11.2.4. Example. Let A be the algebra of 2×2 matrices a =
[
aij
]

such that a12 = 0. This algebra
has exactly two characters φ(a) = a11 and ψ(a) = a22.

Hint for proof . Write

[
a 0
b c

]
as a linear combination of the matrices u =

[
1 0
0 1

]
, v =

[
0 0
1 0

]
,

and w =

[
0 0
0 1

]
. Use proposition 11.2.2.

11.2.5. Example. The algebra of all 2× 2 matrices of complex numbers has no characters.

11.2.6. Proposition. Let A be a unital algebra and φ be a linear functional on A. Then φ ∈ ∆A
if and only if kerφ is closed under multiplication and φ(1) = 1.

Hint for proof . For the converse apply φ to the product of a−φ(a)1 and b−φ(b)1 for a, b ∈ A.

11.2.7. Proposition. Every multiplicative linear functional on a unital Banach algebra A is con-
tinuous. In fact, if φ ∈ ∆(A), then φ is contractive and ‖φ‖ = 1.

11.2.8. Example. Let X be a topological space and x ∈ X. We define the evaluation func-
tional at x, denoted by E

X
x, by

E
X
x : C(X)→ C : f 7→ f(x) .

This functional is a character on C(X) and its kernel is Jx. When there is only one topological
space under discussion we simplify the notation from E

X
x to Ex. Thus, in particular, for f ∈ C(X)

we often write Ex(f) for the more cumbersome E
X
x(f).

11.2.9. Definition. In proposition 11.2.7 we discovered that every character on a unital Banach
algebra A lives on the unit sphere of the dual A∗. Thus we may give the set ∆A of characters on
A the relative w∗-topology it inherits from A∗. This is the Gelfand topology on ∆A and the
resulting topological space we call the character space (or carrier space or structure space or
maximal ideal space or spectrum) of A.

11.2.10. Proposition. The character space of a unital Banach algebra is a compact Hausdorff
space.

11.2.11. Example. Let l1(Z) be the family of all bilateral sequences

(. . . , a−2, a−1, a0, a1, a2, . . . )

which are absolutely summable; that is, such that
∑∞

k=−∞|ak| < ∞. This is a Banach space
under pointwise operations of addition and scalar multiplication and norm given by

‖a‖ =

∞∑
k=−∞

|ak| .

For a, b ∈ l1(Z) define a ∗ b to be the sequence whose nth entry is given by

(a ∗ b)n =

∞∑
k=−∞

an−k bk .

The operation ∗ is called convolution. (To see where the definition comes from try multiplying
the power series

∑∞
−∞ akz

k and
∑∞
−∞ bkz

k.) With this additional operation l1(Z) becomes a unital
commutative Banach algebra.

The maximal ideal space of this Banach algebra is (homeomorphic to) the unit circle T.

Hint for proof . For each z ∈ T define

ψz : l1(Z)→ C : a 7→
∞∑

k=−∞
akz

k .
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Show that ψz ∈ ∆l1(Z). Then show that the map

ψ : T→ ∆l1(Z) : z 7→ ψz

is a homeomorphism.

11.2.12. Proposition. If φ ∈ ∆A where A is a unital algebra, then kerφ is a maximal ideal in A.

Hint for proof . To show maximality, suppose I is an ideal in A which properly contains kerφ.
Choose z ∈ I \ kerφ. Consider the element x−

(
φ(x)/φ(z)

)
z where x is an arbitrary element of A.

11.2.13. Proposition. A character on a unital algebra is completely determined by its kernel.

Hint for proof . Let a be an element of the algebra and φ be a character. For how many complex
numbers λ can a2 − λa belong to the kernel of φ?

11.2.14. Corollary. If A is a unital algebra, then the map φ 7→ kerφ from ∆A to MaxA is
injective.

11.2.15. Proposition. Let I be a maximal ideal in a unital commutative Banach algebra A. Then
there exists a character on A whose kernel is I.

Hint for proof . Use corollary 8.1.43 Why can we think of the quotient map as a character?

11.2.16. Corollary. If A is a unital commutative Banach algebra, then the map φ 7→ kerφ is a
bijection from ∆A onto MaxA.

11.2.17. Definition. Let A be a unital commutative Banach algebra. In light of the preceding
corollary we can give MaxA a topology under which it is homeomorphic to the character space ∆A.
This is the maximal ideal space of A. Since ∆A and MaxA are homeomorphic it is common
practice to identify them and so ∆A is often called the maximal ideal space of A.

11.2.18. Definition. Let X be a compact Hausdorff space and x ∈ X. Recall that in exam-
ple 11.2.8 we defined E

X
x, the evaluation functional at x by

E
X
x(f) := f(x)

for every f ∈ C(X). The map

E
X

: X → ∆C(X) : x 7→ E
X
x

is the evaluation map on X. As was mentioned earlier when only one topological space is being
considered we usually shorten E

X
to E and E

X
x to Ex.

11.2.19. Notation. To indicate that two topological spaces X and Y are homeomorphic we write
X ≈ Y .

11.2.20. Proposition. Let X be a compact Hausdorff space. Then the evaluation map on X

E
X

: X → ∆C(X) : x 7→ E
X
x

is a homeomorphism. Thus we have

X ≈ ∆C(X) ≈ Max C(X) .

More is true: not only is each E
X

a homeomorphism between compact Hausdorff spaces, but E
itself is a natural equivalence between functors—the identity functor and the ∆C functor.

The identification between a compact Hausdorff spaceX and its character space and its maximal
ideal space is so strong that many people speak of them as if they were actually equal. It is very
common to hear, for example, that “the maximal ideals in C(X) are just the points of X”. Although
not literally true, it does sound a bit less intimidating than “the maximal ideals of C(X) are the
kernels of the evaluation functionals at points of X”.
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11.2.21. Proposition. Let X and Y be compact Hausdorff spaces and F : X → Y be continuous.
Recall that in example 2.2.9 we defined C(F ) on C(Y ) by

C(F )(g) = g ◦ F
for all g ∈ C(Y ). Then

(a) C(F ) maps C(Y ) into C(X).
(b) The map C(F ) is a contractive unital Banach algebra homomorphism.
(c) C(F ) is injective if and only if F is surjective.
(d) C(F ) is surjective if and only if F is injective.
(e) If X is homeomorphic to Y , then C(X) is isometrically isomorphic to C(Y ).

11.2.22. Proposition. Let A and B be unital commutative Banach algebras and T : A→ B be a
unital algebra homomorphism. Define ∆T on ∆B by

∆T (ψ) = ψ ◦ T
for all ψ ∈ ∆B. Then

(a) ∆T maps ∆B into ∆A.
(b) The map ∆T : ∆B → ∆A is continuous.
(c) If T is surjective, then ∆T is injective.
(d) If T is an (algebra) isomorphism, then ∆T is a homeomorphism.
(e) If A and B are (algebraically) isomorphic, then ∆A and ∆B are homeomorphic.

11.2.23. Corollary. Let X and Y be compact Hausdorff spaces. If C(X) and C(Y ) are algebraically
isomorphic, then X and Y are homeomorphic.

11.2.24. Corollary. Two compact Hausdorff spaces are homeomorphic if and only if their algebras
of continuous complex valued functions are (algebraically) isomorphic.

Corollary 11.2.24 gives rise to quite an array of intriguing problems. The corollary suggests that
for each topological property of a compact Hausdorff space X there ought to be a corresponding
algebraic property of the algebra C(X), and vice versa. But it does not provide a usable recipe
for finding this correspondence. One very simple example of this type of result is given below as
proposition 11.2.26. For a beautiful discussion of this question see Semadeni’s monograph [43], in
particular, see the table on pages 132–133.

11.2.25. Corollary. Let X and Y be compact Hausdorff spaces. If C(X) and C(Y ) are algebraically
isomorphic, then they are isometrically isomorphic.

11.2.26. Proposition. A topological space X is connected if and only if the algebra C(X) contains
no nontrivial idempotents.

(The trivial idempotents of an algebra are 0 and 1.)

11.3. The Gelfand Transform

11.3.1. Definition. Let A be a commutative Banach algebra and a ∈ A. Define

Γ
A
a : ∆A→ C : φ 7→ φ(a)

for every φ ∈ ∆(A). (Alternative notations: when no confusion seems likely we frequently write Γa
or â for Γ

A
a.) The map Γ

A
is the Gelfand transform on A.

Since ∆A ⊆ A∗ it is clear that Γ
A
a is just the restriction of a∗∗ to the character space of A.

Furthermore the Gelfand topology on ∆A is the relative w∗-topology, the weakest topology under
which a∗∗ is continuous on ∆A for each a ∈ A, so Γ

A
a is a continuous function on ∆A. Thus

Γ
A

: A→ C(∆A).
As a matter of brevity and convenience the element Γ

A
a = Γa = â is usually called just the

Gelfand transform of a—because the phrase the Gelfand transform on A evaluated at a is awkward.
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11.3.2. Definition. We say that a family F of functions on a set S separates points of S (or is
a separating family of functions on S) if for every pair of distinct elements x and y of S there
exists f ∈ F such that f(x) 6= f(y).

11.3.3. Proposition. Let X be a compact topological space. Then C(X) is separating if and only
if X is Hausdorff.

11.3.4. Proposition. If A is a commutative Banach algebra, then Γ
A

: A→ C(∆A) is a contractive
algebra homomorphism and the range of Γ

A
is a separating subalgebra of C(∆A). If, in addition,

A is unital, then Γ has norm one, its range is a unital subalgebra of C(∆A), and it is a unital
homomorphism.

11.3.5. Proposition. Let a be an element of a unital commutative Banach algebra A. Then a is
invertible in A if and only if â is invertible in C(∆A).

11.3.6. Proposition. Let A be a unital commutative Banach algebra and a be an element of A.
Then ran â = σ(a) and ‖â‖u = ρ(a).

11.3.7. Definition. An element a of a Banach algebra is quasinilpotent if lim
n→∞

‖an‖1/n = 0.

11.3.8. Proposition. Let a be an element of a unital commutative Banach algebra A. Then the
following are equivalent:

(a) a is quasinilpotent;
(b) ρ(a) = 0;
(c) σ(a) = {0};
(d) Γa = 0;
(e) φ(a) = 0 for every φ ∈ ∆A;
(f) a ∈

⋂
MaxA.

11.3.9. Definition. A Banach algebra is semisimple if it has no nonzero quasinilpotent elements.

11.3.10. Proposition. Let A be a unital commutative Banach algebra. Then the following are
equivalent:

(a) A is semisimple;
(b) if ρ(a) = 0, then a = 0;
(c) if σ(a) = {0}, then a = 0;
(d) the Gelfand transform Γ

A
is a monomorphism (that is, an injective homomorphism);

(e) if φ(a) = 0 for every φ ∈ ∆A, then a = 0;
(f)

⋂
MaxA = {0}.

11.3.11. Proposition. Let A be a unital commutative Banach algebra. Then the following are
equivalent:

(a) ‖a2‖ = ‖a‖2 for all a ∈ A;
(b) ρ(a) = ‖a‖ for all a ∈ A; and
(c) the Gelfand transform is an isometry; that is, ‖â‖u = ‖a‖ for all a ∈ A.

11.3.12. Example. The Gelfand transform on l1(Z) is not an isometry.

Recall from proposition 11.2.20 that when X is a compact Hausdorff space the evaluation
mapping EX identifies the space X with the maximal ideal space of the Banach algebra C(X).
Thus according to proposition 11.2.21 the mapping CEX identifies the algebra C(∆(C(X))) of
continuous functions on this maximal ideal space with the algebra C(X) itself. It turns out that
the Gelfand transform on the algebra C(X) is just the inverse of this identification map.

11.3.13. Example. Let X be a compact Hausdorff space. Then the Gelfand transform on the
Banach algebra C(X) is an isometric isomorphism. In fact, on C(X) the Gelfand transform Γ

X
is

(CEX)−1.
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11.3.14. Example. The maximal ideal space of the Banach algebra L1(R) is R itself and the
Gelfand transform on L1(R) is the Fourier transform.

Proof. See [1], pages 169–171.

The function t 7→ eit is a bijection from the interval [−π, π) to the unit circle T in the complex
plane. One consequence of this is that we need not distinguish between

(a) 2π-periodic functions on R,
(b) all functions on [−π, π),
(c) functions f on [−π, π] such that f(−π) = f(π), and
(d) functions on T.

In the sequel we will frequently without further explanation identify these classes of functions.
Another convenient identification is the one between the unit circle T in C and the maximal

ideal space of the algebra l1(Z). The homeomorphism ψ between these two compact Hausdorff
space was defined in example 11.2.11. It is often technically more convenient in working with the
Gelfand transform Γa of an element a ∈ l1(Z) to treat it as a function, let’s call it Ga, whose domain
is T as the following diagram suggests.

∆l1(Z) C
Γa
//

T

∆l1(Z)

ψ

��

T

C

Ga

��

Thus for a ∈ l1(Z) and z ∈ T we have

Ga(z) = Γa(ψz) = ψz(a) =
∞∑

k=−∞
anz

n .

11.3.15. Definition. If f ∈ L1([−π, π)), the Fourier series for f is the series
∞∑

n=−∞
f̃(n) exp(int) − π ≤ t ≤ π

where the sequence f̃ is defined by

f̃(n) = 1
2π

∫ π

−π
f(t) exp(−int) dt

for all n ∈ Z. The doubly infinite sequence f̃ is the Fourier transform of f , and the number f̃(n)

is the nth Fourier coefficient of f . If f̃ ∈ l1(Z) we say that f has an absolutely convergent
Fourier series. The set of all continuous functions on T with absolutely convergent Fourier series
is denoted by AC(T).

11.3.16. Proposition. If f is a continuous 2π-periodic function on R whose Fourier transform is
zero, then f = 0.

11.3.17. Corollary. The Fourier transform on C(T) is injective.

11.3.18. Proposition. The Fourier transform on C(T) is a left inverse of the Gelfand transform
on l1(Z).

11.3.19. Proposition. The range of the Gelfand transform on l1(Z) is the unital commutative
Banach algebra AC(T).

11.3.20. Proposition. There are continuous functions whose Fourier series diverge at 0.

Proof. See, for example, [24], exercise 18.45.)
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What does the preceding result say about the Gelfand transform Γ: l1(Z)→ C(T)?

Suppose a function f belongs to AC(T) and is never zero. Then 1/f is certainly continuous
on T, but does it have an absolutely convergent Fourier series? One of the first triumphs of the
abstract study of Banach algebras was a very simple proof of the answer to this question given
originally by Norbert Wiener. Wiener’s original proof by comparison was quite difficult.

11.3.21. Theorem (Wiener’s theorem). Let f be a continuous function on T which is never zero.
If f has an absolutely convergent Fourier series, then so does its reciprocal 1/f .

11.3.22. Example. The Laplace transform can also be viewed as a special case of the Gelfand
transform. For details see [1], pages 173–175.

11.4. Unital C∗-algebras

11.4.1. Proposition. If a is an element of a ∗ -algebra, then σ(a∗) = σ(a).

11.4.2. Proposition. In every C∗-algebra involution is an isometry. That is, ‖a∗‖ = ‖a‖ for
every element a in the algebra.

In definition 3.5.23 of normed algebra we made the special requirement that the identity element
of a unital normed algebra have norm one. In C∗-algebras this requirement is redundant.

11.4.3. Corollary. In a unital C∗-algebra ‖1‖ = 1.

11.4.4. Corollary. Every unitary element in a unital C∗-algebra has norm one.

11.4.5. Corollary. If a is an element of a C∗-algebra A such that ab = 0 for every b ∈ A, then
a = 0.

11.4.6. Proposition. Let a be a normal element of a C∗-algebra. Then ‖a2‖ = ‖a‖2. And if the
algebra is unital, then ρ(a) = ‖a‖.

11.4.7. Corollary. If p is a nonzero projection in a C∗-algebra, then ‖p‖ = 1.

11.4.8. Corollary. Let a ∈ A where A is a commutative C∗-algebra. Then ‖a2‖ = ‖a‖2 and if
additionally A is unital, then ρ(a) = ‖a‖.

11.4.9. Corollary. On a unital commutative C∗-algebra A the Gelfand transform Γ is an isometry;
that is, ‖Γa‖u = ‖â‖u = ‖a‖ for every a ∈ A.

11.4.10. Corollary. The norm of a unital C∗-algebra is unique in the sense that given a unital
algebra A with involution there is at most one norm which makes A into a C∗-algebra.

11.4.11. Proposition. If a is a self-adjoint element of a unital C∗-algebra, then σ(a) ⊆ R.

Hint for proof . Write λ ∈ σ(a) in the form α + iβ where α, β ∈ R. For every n ∈ N let
bn := a−α1 + inβ1. Show that for every n the scalar i(n+ 1)β belongs to the spectrum of bn and
that therefore

|i(n+ 1)β|2 ≤ ‖a− α1‖2 + n2β2 .

11.4.12. Corollary. Let A be a unital commutative C∗-algebra. If a ∈ A is self-adjoint, then its
Gelfand transform â is real valued.

11.4.13. Corollary. Every character on a unital C∗-algebra is a ∗ -homomorphism.

11.4.14. Corollary. The Gelfand transform on a unital commutative C∗-algebra A is a unital
∗ -homomorphism into C(∆A).

11.4.15. Corollary. The range of the Gelfand transform on a unital commutative C∗-algebra A is
a unital self-adjoint separating subalgebra of C(∆A).

11.4.16. Proposition. If u is a unitary element of a unital C∗-algebra, then σ(u) ⊆ T.
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11.4.17. Proposition. The Gelfand transform Γ is a natural equivalence between the identity
functor and the C∆ functor on the category of commutative unital C∗-algebras and unital ∗ -
homomorphisms.

11.5. The Gelfand-Naimark Theorem

We recall a standard theorem from real analysis.

11.5.1. Theorem (Stone-Weierstrass Theorem). Let X be a compact Hausdorff space. Every
unital separating ∗ -subalgebra of C(X) is dense.

Proof. See [11], theorem 2.40.

The first version of the Gelfand-Naimark theorem says that any unital commutative C∗-algebra
is the algebra of all continuous functions on some compact Hausdorff space. Of course the word
is in the preceding sentence means is isometrically ∗ -isomorphic to. The compact Hausdorff space
referred to is the character space of the algebra.

11.5.2. Theorem (Gelfand-Naimark theorem I). Let A be a unital commutative C∗-algebra. Then
the Gelfand transform ΓA : a 7→ â is an isometric ∗ -isomorphism of A onto C(∆A).

11.5.3. Definition. Let S be a nonempty subset of a C∗-algebra A. The intersection of the family
of all C∗-subalgebras of A which contain S is the C∗-subalgebra generated by S. We denote
it by C∗(S). (It is easy to see that the intersection of a family of C∗-subalgebras really is a C∗-
algebra.) In some cases we shorten the notation slightly: for example, if a ∈ A we write C∗(a)
for C∗({a}) and C∗(1, a) for C∗({1, a}).

11.5.4. Proposition. Let S be a nonempty subset of a C∗-algebra A. For each natural number n
define the set Wn to be the set of all elements a of A for which there exist x1, x2, . . . , xn in S ∪S∗
such that a = x1x2 · · ·xn. Let W =

⋃∞
n=1Wn. Then

C∗(S) = spanW .

11.5.5. Theorem (Abstract Spectral Theorem). If a is a normal element of a unital C∗-algebra
A, then the C∗-algebra C(σ(a)) is isometrically ∗ -isomorphic to C∗(1, a).

Hint for proof . Use the Gelfand transform of a to identify the maximal ideal space of C∗(1, a)
with the spectrum of a. Apply the functor C. Compose the resulting map with Γ−1 where Γ is the
Gelfand transform on the C∗-algebra C∗(1, a).

If ψ : C(σ(a))→ C∗(1, a) is the ∗ -isomorphism in the preceding theorem and f is a continuous
function on the spectrum of a, then the element ψ(f) in the algebra A is usually denoted by f(a).
This operation of associating with the continuous function f an element f(a) in A is referred to as
the functional calculus associated with a.

11.5.6. Example. Suppose that in the preceding theorem ψ : C(σ(a))→ C∗(1, a) implements the
isometric ∗ -isomorphism. Then the image under ψ of the constant function 1 on the spectrum of a
is 1A and the image under ψ of the identity function λ 7→ λ on the spectrum of a is a.

11.5.7. Example. Let T be a normal operator on a Hilbert space H whose spectrum is contained
in [0,∞). Suppose that ψ : C(σ(T )) → C∗(I, T ) implements the isometric ∗-isomorphism between

these two C∗-algebras. Then there is at least one operator
√
T whose square is T . Indeed, whenever

f is a continuous function on the spectrum of a normal operator T , we may meaningfully speak of
the operator f(T ).

11.5.8. Example. If N is a normal Hilbert space operator whose spectrum is {0, 1}, then N is an
orthogonal projection.

11.5.9. Example. If N is a normal Hilbert space operator whose spectrum is is contained in the
unit circle T, then N is a unitary operator.
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11.5.10. Proposition (Spectral mapping theorem). Let a be a self-adjoint element in a unital
C∗-algebra A and f be a continuous complex valued function on the spectrum of a. Then

σ(f(a)) = f→(σ(a)) .

The functional calculus sends continuous functions to continuous functions in the following
sense.

11.5.11. Proposition. Suppose A is a unital C∗-algebra, K is a nonempty compact subset of R,
and f : K → C is a continuous function. Let HK be the set of all self-adjoint elements of A whose
spectra are subsets of K. Then the function f : HK → A : h 7→ f(h) is continuous.

Hint for proof . Approximate f uniformly by a polynomial and use an “ε over 3” argument and
the spectral mapping theorem 11.5.10.





CHAPTER 12

MULTIPLICATIVE IDENTITIES AND THEIR
ALTERNATIVES

The definition of the spectrum of an element in an algebra given in 8.1.15 makes use of the
multiplicative identity of the algebra. What do we do if our algebra, call it A, has no such identity?

The simple answer is: we add one. The resulting algebra Ã we call the unitization of A. Simple
as this answer appears, it can lead to confusion. For example, in [40], Exercise 1.3(vi), one is told

that if A is itself unital, then Ã is isomorphic to A ⊕ C. But in [45], Example 2.1.2, we read, “If
A is unital then the only unitization of A is A itself.” Now surely both these statements cannot be
correct. In fact, neither author is making an error here; they are simply using different definitions
of “unitization”. Some writers find it convenient to have unitizations properly contain (isomorphic
images of) the algebras they started with; others do not. In these notes unitizations will always
contain new elements.

A similar (and closely related) issue arises in topology. Do we define the one-point compactifi-
cation of a space which is already compact? And, if so, does it contain a new point? Our answer
in these notes will be yes to both questions.

12.1. Quasi-inverses

12.1.1. Definition. Let A be an algebra. Define A ./ C to be the set A × C on which addition
and scalar multiplication are defined pointwise and multiplication is defined by

(a, λ) · (b, µ) = (ab+ µa+ λb, λµ).

If the algebra A is equipped with an involution, define an involution on A ./ C pointwise; that is,
(a, λ)∗ := (a∗, λ). (The notation A ./ C is not standard.)

12.1.2. Proposition. If A is an algebra, then A ./ C is a unital algebra in which A is embedded
as (that is, isomorphic to) an ideal such that (A ./ C)/A ∼= C. The identity of A ./ C is (0, 1). If A
is a ∗ -algebra, then A ./ C is a unital ∗ -algebra in which A is a ∗ -ideal such that (A ./ C)/A ∼= C.

12.1.3. Definition. The algebra A ./ C is the unitization of the algebra (or ∗ -algebra) A.

12.1.4. Notation. In the preceding construction elements of the algebra A ./ C are technically
ordered pairs (a, λ). They are usually written differently. Let ι : A → A ./ C : a 7→ (a, 0) and
π : A ./ C→ C : (a, λ) 7→ λ. It follows, since (0, 1) is the identity in A ./ C, that

(a, λ) = (a, 0) + (0, λ)

= ι(a) + λ1A./C

It is conventional to treat ι as an inclusion mapping. Thus it is reasonable to write (a, λ) as
a + λ1A./C or simply as a + λ1. No ambiguity seems to follow from omitting reference to the
multiplicative identity, so a standard notation for the pair (a, λ) is a+ λ.

12.1.5. Definition. Let A be a nonunital algebra. Define the spectrum of an element a ∈ A to
be the spectrum of a regarded as an element of A ./ C; that is, σA(a) := σA./C(a).

12.1.6. Definition. Let A be a normed algebra (with or without involution). On the unitization
A ./ C of A define ‖(a, λ)‖ := ‖a‖+ |λ|.

125
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12.1.7. Proposition. Let A be a normed algebra. The mapping (a, λ) 7→ ‖a‖+ |λ| defined above is
a norm under which A ./ C is a normed algebra. If A is a Banach algebra (respectively, a Banach
∗ -algebra), then A ./ C is a unital Banach algebra (respectively, a Banach ∗ -algebra). The resulting

Banach algebra (or Banach ∗ -algebra) is the unitization of A and will be denoted by Ã.

With this expanded definition of spectrum many of the earlier facts for unital Banach algebras
remain true in the more general setting. In particular, for future reference we restate items 8.1.36,
8.1.41, 8.1.44, and 8.1.49.

12.1.8. Proposition. Let a be an element of a Banach algebra A. Then the spectrum of a is
compact and |λ| ≤ ‖a‖ for every λ ∈ σ(a).

12.1.9. Proposition. The spectrum of every element of a Banach algebra is nonempty.

12.1.10. Proposition. Let a be an element of an algebra. Then

σ(an) = [σ(a)]n

for every n ∈ N.

12.1.11. Theorem (Spectral radius formula). If a is an element of a Banach algebra, then

ρ(a) = inf
{
‖an‖1/n : n ∈ N

}
= lim

n→∞
‖an‖1/n.

12.1.12. Definition. An element b of an algebra A is a left quasi-inverse for a ∈ A if ba = a+b.
It is a right quasi-inverse for a if ab = a + b. If b is both a left and a right quasi-inverse for a
it is a quasi-inverse for a. When a has a quasi-inverse denote it by a′.

12.1.13. Proposition. If b is a left quasi-inverse for a in an algebra A and c is a right quasi-inverse
for a in A, then b = c.

12.1.14. Proposition. Let A be a unital algebra and let a, b ∈ A. Then

(a) a′ exists if and only if (1− a)−1 exists; and
(b) b−1 exists if and only if (1− b)′ exists.

Hint for proof . For the reverse direction in (a) consider a+ c− ac where c = 1− (1− a)−1.

12.1.15. Proposition. Let A be a Banach algebra and a ∈ A. If ρ(a) < 1, then a′ exists and
a′ = −

∑∞
k=1 a

k.

12.1.16. Proposition. Let A be a Banach algebra and a ∈ A. If ‖a‖ < 1, then a′ exists and

‖a‖
1 + ‖a‖

≤ ‖a′‖ ≤ ‖a‖
1− ‖a‖

.

12.1.17. Proposition. Let A be a unital Banach algebra and a ∈ A. If ρ(1 − a) < 1, then a is
invertible in A.

12.1.18. Proposition. Let A be a Banach algebra and a, b ∈ A. If b′ exists and ‖a‖ < (1+‖b′‖)−1,
then (a+ b)′ exists and

‖(a+ b)′ − b′‖ ≤ ‖a‖ (1 + ‖b′‖)2

1− ‖a‖ (1 + ‖b′‖)
.

Hint for proof . Show first that u = (a− b′a)′ exists and that u+ b′ − ub′ is a left quasi-inverse
for a + b.

Compare the next result with propositions 8.1.33 and 8.1.34

12.1.19. Proposition. The set QA of quasi-invertible elements of a Banach algebra A is open in
A, and the map a 7→ a′ is a homeomorphism of QA onto itself.

12.1.20. Notation. If a and b are elements in an algebra we define a ◦ b := a+ b− ab.
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12.1.21. Proposition. If A is an algebra, then QA is a group under ◦.

12.1.22. Proposition. If A is a unital Banach algebra and invA is the set of its invertible ele-
ments, then

Ψ: QA → invA : a 7→ 1− a
is an isomorphism.

12.1.23. Definition. If A is a algebra and a ∈ A, we define the q-spectrum of a in A by

σ̆A(a) := {λ ∈ C : λ 6= 0 and
a

λ
/∈ QA} ∪ {0}.

In a unital algebra, the preceding definition is “almost” the usual one.

12.1.24. Proposition. Let A be a unital algebra and a ∈ A. Then for all λ 6= 0, we have λ ∈ σ(a)
if and only if λ ∈ σ̆(a).

12.1.25. Proposition. If an algebra A is not unital and a ∈ A, then σ̆A(a) = σ̆
Ã

(a), where Ã is
the unitization of A.

12.1.26. Proposition. An element a of a commutative Banach algebra is quasi-invertible if and
only if for every φ ∈ ∆A we have â(φ) 6= 1.

12.2. Modular Ideals

12.2.1. Definition. Let A be an algebra. A left ideal J in A is a modular (or regular) left
ideal if there exists an element u in A such that au− a ∈ J for every a ∈ A. Such an element u is
called a right identity with respect to J (or modulo J). Similarly, a right ideal J in A is
a modular (or regular) right ideal if there exists an element v in A such that va− a ∈ J for
every a ∈ A. Such an element v is called a left identity with respect to J (or modulo J).
A two-sided ideal J is a modular ideal if there exists an element e which is both a left and a
right identity with respect to J .

12.2.2. Proposition. An ideal J in an algebra is modular if and only if it is both left modular and
right modular.

Hint for proof . Show that if u is a right identity with respect to J and v is a left identity with
respect to J , then vu is both a right and left identity with respect to J .

12.2.3. Proposition. An ideal J in an algebra A is modular if and only if the quotient algebra
A/J is unital.

12.2.4. Example. Let X be a locally compact Hausdorff space. For every x ∈ X the ideal Jx is
a maximal modular ideal in the C∗-algebra C0(X) of continuous complex valued functions on X.

Proof. By the locally compact Hausdorff space version of Urysohn’s lemma (see, for example,
[13], theorem 17.2.10) there exists a function g ∈ C0(X) such that g(x) = 1. Thus Jx is mod-
ular because g is an identity with respect to Jx. Since C0(X) = Jx ⊕ span{g} the ideal Jx has
codimension 1 and is therefore maximal. �

12.2.5. Proposition. If J is a proper modular ideal in a Banach algebra, then so is its closure.

12.2.6. Corollary. Every maximal modular ideal in a Banach algebra is closed.

12.2.7. Proposition. Every maximal modular ideal in a Banach algebra is a maximal ideal.

12.2.8. Proposition. Every proper modular ideal in a Banach algebra is contained in a maximal
modular ideal.

12.2.9. Proposition. An element a of a Banach algebra A has a left (right) quasi-inverse if and
only if it is not a right (left) identity with respect to any maximal modular ideal in A.
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12.2.10. Proposition. Let A be a commutative Banach algebra and φ ∈ ∆A. Then kerφ is a
maximal modular ideal in A and A/ kerφ is a field. Furthermore, every maximal modular ideal is
the kernel of exactly one character in ∆A.

12.2.11. Proposition. If φ is a character on a Banach algebra, then ‖φ‖ ≤ 1.

The preceding proposition tells us that, just as in the case of unital Banach algebras, the
characters of any Banach algebra A live in the closed unit ball of the dual space of A. Thus we
may give the set ∆A of all characters on A the relative w∗-topology it inherits from A∗. As before
this topology is known as the Gelfand topology on ∆A.

12.2.12. Example. Let Ã be the unitization of a commutative Banach algebra A (see proposi-
tion 12.1.7). Define

φ∞ : Ã→ C : (a, λ) 7→ λ .

Then φ∞ is a character on Ã.

12.2.13. Proposition. Every character φ on a commutative Banach algebra A has a unique ex-

tension to a character φ̃ on the unitization Ã of A. And the restriction to A of any character on

Ã, with the obvious exception of φ∞, is a character on A.

12.2.14. Proposition. If A is a commutative Banach algebra, then

(a) ∆A is a locally compact Hausdorff space,

(b) ∆Ã = ∆A ∪ {φ∞},
(c) ∆Ã is the one-point compactification of ∆A, and

(d) the map φ 7→ φ̃ is a homeomorphism from ∆A onto ∆Ã \ {φ∞}.
If A is unital (so that ∆A is compact), then φ∞ is an isolated point of ∆Ã.

12.2.15. Theorem. If A is a commutative Banach algebra without identity, then the Gelfand
transform

Γ = ΓA : C0(∆A) : a 7→ â = Γa

is a contractive algebra homomorphism and ρ(a) = ‖â‖u. Furthermore, if A is not unital, then
σ(a) = (ran â) ∪ {0} for every a ∈ A.

12.3. Unitization of C∗-algebras

The rather simple procedure for the unitization of Banach ∗ -algebras (see 12.1.1 and 12.1.6)
does not carry over to C∗-algebras. The norm defined in 12.1.6 does not satisfy the C∗-condition
(definition 7.1.22). It turns out that the unitization of C∗-algebras is a bit more complicated.

12.3.1. Proposition. The kernel of a ∗ -homomorphism φ : A→ B between C∗-algebras is a closed
∗ -ideal in A and its range is a ∗ -subalgebra of B.

12.3.2. Proposition. If a is an element in a C∗-algebra, then

‖a‖ = sup{‖xa‖ : ‖x‖ ≤ 1}
= sup{‖ax‖ : ‖x‖ ≤ 1}.

12.3.3. Corollary. If a is an element of a C∗-algebra A, the operator La, called left multipli-
cation by a and defined by

La : A→ A : x 7→ ax

is a (bounded linear) operator on A. Furthermore, the map

L : A→ B(A) : a 7→ La

is both an isometry and an algebra homomorphism.
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12.3.4. Definition. We say that a short exact sequence of C∗-algebras and ∗ -homomorphisms

0 // A
φ // E

ψ // B // 0 (12.1)

is split exact if there exists a ∗ -homomorphism ξ : B → E such that ψ ◦ ξ = idB.
Often in the context of C∗-algebras an exact sequence such as (12.1) is referred to as an

extension. Some authors refer to it as an extension of A by B (for example, [45] and [9]) while
others say it is an extension of B by A ([35], [16], and [2]). In [16] and [2] the extension is defined
to be the sequence (12.1); in [45] it is defined to be the ordered triple (φ,E, ψ); and in [35] and [9]
it is defined to be the C∗-algebra E itself. Regardless of the formal definitions it is common to say
that E is an extension of A by B (or of B by A).

12.3.5. Definition. Let A and B be C∗-algebras. We define the (external) direct sum of A
and B, denoted by A ⊕ B, to be the Cartesian product A × B with pointwise defined algebraic
operations and norm given by

‖(a, b)‖ = max{‖a‖, ‖b‖}
for all a ∈ A and b ∈ B. An alternative notation for the element (a, b) in A⊕B is a⊕ b.

12.3.6. Example. Let A and B be C∗-algebras. Then the direct sum of A and B is a C∗-algebra
and the following sequence is split short exact:

0 // A
ι1 // A⊕B π2 // B // 0

The indicated maps in the preceding are the obvious ones:

ι1 : A→ A⊕B : a 7→ (a,0) and π2 : A⊕B → B : (a, b) 7→ b .

This sequence is frequently called the direct sum extension.

12.3.7. Proposition. If A and B are nonzero C∗-algebras, then their direct sum A⊕B is a product
in the category CSA of C∗-algebras and ∗ -homomorphisms. The direct sum is unital if and only
if both A and B are.

12.3.8. Definition. Let A and B be C∗-algebras and E and E′ be extensions of A by B. These
extensions are strongly equivalent if there exists a ∗-isomorphism θ : E → E′ that makes the
diagram

0 // A // E //

θ
��

B // 0

0 // A // E′ // B // 0

commute.

12.3.9. Proposition. In the preceding definition it is enough to require θ to be a ∗-homomorphism.

12.3.10. Proposition. Let A and B be C∗-algebras. An extension

0 // A
φ // E

ψ // B // 0

is strongly equivalent to the direct sum extension A⊕B if and only if there exists a ∗ -homomorphism
ν : E → A such that ν ◦ φ = idA.

12.3.11. Proposition. If the sequences of C∗-algebras

0 // A
φ // E

ψ // B // 0 (12.2)

and

0 // A
φ′ // E′

ψ′ // B // 0 (12.3)

are strongly equivalent and (12.2) splits, then so does (12.3).
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12.3.12. Proposition. Let A be a C∗-algebra. Then there exists a unital C∗-algebra Ã in which
A is embedded as an ideal such that the sequence

0 // A // Ã // C // 0 (12.4)

is split exact. If A is unital then the sequence (12.4) is strongly equivalent to the direct sum

extension, so that Ã ∼= A⊕ C. If A is not unital, then Ã is not isomorphic to A⊕ C.

Hint for proof . The proof this result is a little complicated. Everyone should go through all
the details at least once in his/her life. What follows is an outline of a proof.

Notice that we speak of the unitization of C∗-algebra A whether or not A already has a unit
(multiplicative identity). We divide the argument into two cases.

Case 1: the algebra A is unital.

(1) On the unital algebra A ./ C define

‖(a, λ)‖ := max{‖a+ λ1A‖, |λ|}

and let Ã := A ./ C together with this norm.
(2) Prove that the map (a, λ) 7→ ‖(a, λ)‖ is a norm on A ./ C.
(3) Prove that this norm is an algebra norm.
(4) Show that it is, in fact, a C∗-norm on A ./ C.
(5) Observe that it is an extension of the norm on A.
(6) Prove that A ./ C is a unital C∗-algebra by verifying completeness of the metric space

induced by the preceding norm.
(7) Prove that the sequence

0 //A
ι // Ã

Q //oo
ψ
C // 0

is split exact (where ι : a 7→ (a, 0), Q : (a, λ) 7→ λ, and ψ : λ 7→ (0, λ)).

(8) Prove that Ã = A⊕ Cj where j := 1
Ã
− 1A.

CAUTION. In (8) above make sure you understand why it is correct to write Ã = A ⊕ Cj or

Ã
∗∼= A⊕ C, but not correct to write Ã = A⊕ C.

Case 2: the algebra A is not unital.

(9) Prove the following simple fact.

12.3.13. Lemma. Let A be an algebra and B be a normed algebra. If φ : A → B is
an algebra homomorphism, the function a 7→ ‖a‖ := ‖φ(a)‖ is a seminorm on A. The
function is a norm if φ is injective.

(10) Recall that we defined the operator La, left multiplication by a, in 12.3.3. Now let

A] := {La + λIA ∈ B(A) : a ∈ A and λ ∈ C}

and show that A] is a normed algebra.
(11) Make A] into a ∗ -algebra by defining

(La + λIA)∗ := La∗ + λIA

for all a ∈ A and λ ∈ C.
(12) Define

φ : A ./ C→ A] : (a, λ) 7→ La + λIA

and verify that φ is a ∗ -homomorphism.
(13) Prove that φ is injective.
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(14) Use (9) to endow A ./ C with a norm which makes it into a unital normed algebra. Let

Ã := A ./ C with the norm pulled back by φ from A]

(15) Verify the following facts.

(a) The map φ : Ã→ A] is an isometric isomorphism.
(b) ranL is a closed subalgebra of ranφ = A] ⊆ B(A).
(c) IA /∈ ranL.

(16) Prove that the norm on Ã satisfies the C∗-condition.

(17) Prove that Ã is a unital C∗-algebra. (To show that Ã is complete we need only show
that A] is complete. To this end let

(
φ(an, λn)

)∞
n=1

be a Cauchy sequence in A]. To
show that this sequence converges it suffices to show that it has a convergent subsequence.
Showing that the sequence (λn) is bounded allows us to extract from it a convergent
subsequence

(
λnk
)
. Prove that (Lank ) converges.)

(18) Prove that the sequence

0 // A // Ã // C // 0 (12.5)

is split exact.

(19) The C∗-algebra Ã is not strongly equivalent to A⊕ C.

12.3.14. Definition. The C∗-algebra Ã constructed in the preceding proposition is the unitiza-
tion of A.

Note that the expanded definition of spectrum given in 12.1.5 applies to C∗-algebras since the
added identity is purely an algebraic matter and is the same for C∗-algebras as it is for general
Banach algebras. Thus many of the earlier facts stated for unital C∗-algebras remain true. In
particular, for future reference we restate items 11.4.6, 11.4.8, 11.4.9, 11.4.10, 11.4.11, 11.4.12,
and 11.4.14.

12.3.15. Proposition. Let a be a normal element of a C∗-algebra. Then ‖a2‖ = ‖a‖2 and therefore
ρ(a) = ‖a‖.

12.3.16. Corollary. If A is a commutative C∗-algebra, then ‖a2‖ = ‖a‖2 and ρ(a) = ‖a‖ for every
a ∈ A.

12.3.17. Corollary. On a commutative C∗-algebra A the Gelfand transform Γ is an isometry; that
is, ‖Γa‖u = ‖â‖u = ‖a‖ for every a ∈ A.

12.3.18. Corollary. The norm of a C∗-algebra is unique in the sense that given a algebra A with
involution there is at most one norm which makes A into a C∗-algebra.

12.3.19. Proposition. If h is a self-adjoint element of a C∗-algebra, then σ(h) ⊆ R.

12.3.20. Proposition. If a is a self-adjoint element in a C∗-algebra, then its Gelfand transform
â is real valued.

12.3.21. Proposition. Every character on a C∗-algebra A preserves involution, thus the Gelfand
transform Γ

A
is a ∗-homomorphism.

An immediate result of the preceding results is the second version of the Gelfand-Naimark
theorem, which says that any commutative C∗-algebra is (isometrically unitally ∗ -isomorphic to)
the algebra of all those continuous functions on some locally compact Hausdorff space which vanish
at infinity. As was the case with the first version of this theorem (see 11.5.2) the locally compact
Hausdorff space referred to is the character space of the algebra.

12.3.22. Theorem (Gelfand-Naimark Theorem II). Let A be a commutative C∗-algebra. Then
the Gelfand transform ΓA : a 7→ â is an isometric unital ∗ -isomorphism of A onto C0(∆A).

It follows from the next proposition that the unitization process is functorial.
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12.3.23. Proposition. Every ∗-homomorphism φ : A → B between C∗-algebras has a unique ex-

tension to a unital ∗-homomorphism φ̃ : Ã→ B̃ between their unitizations.

In contrast to the situation in general Banach algebras there is no distinction between topo-
logical and geometric categories of C∗-algebras. One of the most remarkable aspects of C∗-algebra
theory is that ∗-homomorphisms between such algebras are automatically continuous—in fact, con-
tractive. It follows that if two C∗-algebras are algebraically ∗-isomorphic, then they are isometrically
isomorphic.

12.3.24. Proposition. Every ∗-homomorphism between C∗-algebras is contractive.

12.3.25. Proposition. Every injective ∗-homomorphism between C∗-algebras is an isometry.

12.3.26. Proposition. Let X be a locally compact Hausdorff space and X̃ = X ∪ {∞} be its
one-point compactification. Define

ι : C0(X)→ C(X̃) : f 7→ f̃

where

f̃(x) =

{
f(x), if x ∈ X;
0, if x =∞.

Also let E∞ be defined on C(X̃) by E∞(g) = g(∞). Then the sequence

0 // C0(X)
ι // C(X̃)

E∞ // C // 0

is exact.

In the preceding proposition we refer to X̃ as the one-point compactification of X even in the
case that X is compact to begin with. Most definitions of compactification require a space to be
dense in any compactification. (See my remarks in the beginning of section 17.3 of [13].) We have
previously adopted the convention that the unitization of a unital algebra gets a new multiplicative
identity. In the spirit of consistency with this choice we will in the sequel subscribe to the convention
that the one-point compactification of a compact space gets an additional (isolated) point.

From the point of view of the Gelfand-Naimark theorem (12.3.22) the fundamental insight
prompted by the next proposition is that the unitization of a commutative C∗-algebra is, in some
sense, the “same thing” as the one-point compactification of a locally compact Hausdorff space.

12.3.27. Proposition. If X is a locally compact Hausdorff space, then the unital C∗-algebras(
C0(X)

)∼
and C(X̃) are isometrically ∗ -isomorphic.

Proof. Define

θ :
(
C0(X)

)∼→ C(X̃) : (f, λ) 7→ f̃ + λ1
X̃

(where 1
X̃

is the constant function 1 on X̃). Then consider the diagram

0 // C0(X) //
(
C0(X)

)∼ //

θ
��

C // 0

0 // C0(X)
ι // C(X̃)

E∞ // C // 0

The top row is exact by proposition 12.3.12, the bottom row is exact by proposition 12.3.26, and
the diagram obviously commutes. It is routine to check that θ is a ∗ -homomorphism. Therefore θ
is an isometric ∗ -isomorphism by proposition 12.3.9 and corollary 12.3.25. �
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12.4. Positive Elements in a C∗-Algebra

12.4.1. Definition. A self-adjoint element a of a C∗-algebra A is positive if σ(a) ⊆ [0,∞). In
this case we write a ≥ 0. We denote the set of all positive elements of A by A+. This is the
positive cone of A. For any subset B of A let B+ = B ∩ A+. We will use the positive cone to
induce a partial ordering on A: we write a ≤ b when b− a ∈ A+.

12.4.2. Definition. Let ≤ be a relation on a nonempty set S. If the relation ≤ is reflexive and
transitive, it is a preordering. If ≤ is a preordering and is also antisymmetric, it is a partial
ordering.

A partial ordering ≤ on a real vector space V is compatible with (or respects) the operations
(addition and scalar multiplication) on V if for all x, y, z ∈ V

(a) x ≤ y implies x+ z ≤ y + z, and
(b) x ≤ y, α ≥ 0 imply αx ≤ αy.

A real vector space equipped with a partial ordering which is compatible with the vector space
operations is an ordered vector space.

12.4.3. Definition. Let V be a vector space. A subset C of V is a cone in V if αC ⊆ C for every
α ≥ 0. A cone C in V is proper if C ∩ (−C) = {0}.

12.4.4. Example. If V is an ordered vector space, then the set

V + := {x ∈ V : x ≥ 0}
is a proper convex cone in V . This is the positive cone of V and its members are the positive
elements of V .

12.4.5. Proposition. Let V be a real vector space and C be a proper convex cone in V . Define
x ≤ y if y − x ∈ C. Then the relation ≤ is a partial ordering on V and is compatible with the
vector space operations on V . This relation is the partial ordering induced by the cone C.
The positive cone V + of the resulting ordered vector space is just C itself.

12.4.6. Proposition. If a is a self-adjoint element of a unital C∗-algebra and t ∈ R, then

(i) a ≥ 0 whenever ‖a− t1‖ ≤ t; and
(ii) ‖a− t1‖ ≤ t whenever ‖a‖ ≤ t and a ≥ 0.

12.4.7. Example. The positive cone of a C∗-algebra A is a closed proper convex cone in the real
vector space H(A).

12.4.8. Proposition. If a and b are positive elements of a C∗-algebra and ab = ba, then ab is
positive.

12.4.9. Proposition. Every positive element of a C∗-algebra A has a unique positive nth root
(n ∈ N). That is, if a ∈ A+, then there exists a unique b ∈ A+ such that bn = a.

Proof. Hint. The existence part is a simple application of the C∗-functional calculus (that
is, the abstract spectral theorem 11.5.5). The element b given by the functional calculus is positive
in the algebra C∗(1, a). Explain why it is also positive in A. The uniqueness argument deserves
considerable care.

12.4.10. Theorem (Jordan Decomposition). If c is a self-adjoint element of a C∗-algebra A, then
there exist unique positive elements c+ and c− of A such that c = c+ − c− and c+c− = 0.

12.4.11. Lemma. If c is an element of a C∗-algebra such that −c∗c ≥ 0, then c = 0.

Hint for proof . Write c = h + ik where h and k are self-adjoint. Show that c∗c + cc∗ ≥ 0.
Conclude that σ(c∗c) = {0}.

12.4.12. Proposition. If a is an element of a C∗-algebra, then a∗a ≥ 0.
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Hint for proof . Let b = a∗a and c = ab−. Use the preceding lemma.

12.4.13. Proposition. If c is an element of a C∗-algebra, then the following are equivalent:

(i) c ≥ 0;
(ii) there exists b ≥ 0 such that c = b2; and

(iii) there exists a ∈ A such that c = a∗a,

12.4.14. Example. If T is an operator on a Hilbert space H, then T is a positive member of the
C∗-algebra B(H) if and only if 〈Tx, x〉 ≥ 0 for all x ∈ H.

Hint for proof . Showing that if T ≥ 0 in B(H), then 〈Tx, x〉 ≥ 0 for all x ∈ H is easy: use
proposition 12.4.13 to write T as S∗S for some operator S.

For the converse suppose that 〈Tx, x〉 ≥ 0 for all x ∈ H. It is easy to see that this implies
that T is self-adjoint. Use the Jordan decomposition theorem12.4.10 to write T as T+ − T−. For
arbitrary u ∈ H let x = T−u and verify that 0 ≤ 〈Tx, x〉 = −〈(T−)3u, u〉. Now (T−)3 is a positive
element of B(H). (Why?) Conclude that (T−)3 = 0 and therefore T− = 0. (For additional detail
see [10], page 37.)

12.4.15. Definition. For an arbitrary element a of a C∗-algebra we define |a| to be
√
a∗a.

12.4.16. Proposition. If a is a self-adjoint element of a C∗-algebra, then

|a| = a+ + a− .

12.4.17. Example. The absolute value in a C∗-algebra need not be subadditive; that is, |a + b|

need not be less than |a| + |b|. For example, in M2(C) take a =

[
1 1
1 1

]
and b =

[
0 0
0 −2

]
. Then

|a| = a, |b| =
[
0 0
0 2

]
, and |a + b| =

[√
2 0

0
√

2

]
. If |a + b| − |a| − |b| were positive, then, according

to example 12.4.14, 〈 (|a+ b| − |a| − |b|)x , x 〉 would be positive for every vector x ∈ C2. But this
is not true for x = (1, 0).

12.4.18. Proposition. If φ : A→ B is a ∗ -homomorphism between C∗-algebras, then φ(a) ∈ B+

whenever a ∈ A+. If φ is a ∗ -isomorphism, then φ(a) ∈ B+ if and only if a ∈ A+.

12.4.19. Proposition. Let a be a self-adjoint element of a C∗-algebra A and f a continuous
complex valued function on the spectrum of a. Then f ≥ 0 in C(σ(a)) if and only if f(a) ≥ 0 in A.

12.4.20. Proposition. If a is a self-adjoint element of a C∗-algebra A, then ‖a‖1A ± a ≥ 0.

12.4.21. Proposition. If a and b are self-adjoint elements of a C∗-algebra A and a ≤ b, then
x∗ax ≤ x∗bx for every x ∈ A.

12.4.22. Proposition. If a and b are elements of a C∗-algebra with 0 ≤ a ≤ b, then ‖a‖ ≤ ‖b‖.

12.4.23. Proposition. Let A be a unital C∗-algebra and c ∈ A+. Then c is invertible if and only
if c ≥ ε1 for some ε > 0.

12.4.24. Proposition. Let A be a unital C∗-algebra and c ∈ A. If c ≥ 1, then c is invertible and
0 ≤ c−1 ≤ 1.

12.4.25. Proposition. If a is a positive invertible element in a unital C∗-algebra, then a−1 is
positive.

Next we show that the notation a−
1
2 is unambiguous.

12.4.26. Proposition. Let a ∈ A+ where A is a unital C∗-algebra. If a is invertible, so is a
1
2 and(

a
1
2

)−1
=
(
a−1
) 1

2 .

12.4.27. Corollary. If a is an invertible element in a unital C∗-algebra, then so is |a|.
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12.4.28. Proposition. Let a and b be elements of a C∗-algebra. If 0 ≤ a ≤ b and a is invertible,
then b is invertible and b−1 ≤ a−1.

12.4.29. Proposition. If a and b are elements of a C∗-algebra and 0 ≤ a ≤ b, then
√
a ≤
√
b.

12.4.30. Example. Let a and b be elements of a C∗-algebra with 0 ≤ a ≤ b. It is not necessarily
the case that a2 ≤ b2.

Hint for proof . In the C∗-algebra M2 let a =

[
1 0
0 0

]
and b = a+ 1

2

[
1 1
1 1

]
.

12.5. Approximate Identities

12.5.1. Definition. An approximate identity (or approximate unit) in a C∗-algebra A is
an increasing net (eλ)λ∈Λ of positive elements of A such that ‖eλ‖ ≤ 1 and aeλ → a (equivalently,
eλ a→ a) for every a ∈ A. If such a net is in fact a sequence, we have a sequential approximate
identity. In the literature be careful of varying definitions: many authors omit the requirements
that the net be increasing and/or that it be bounded.

12.5.2. Example. Let A = C0(R). For each n ∈ N let Un = (−n, n) and let en : R → [0, 1] be a
function in A whose support is contained in Un+1 and such that en(x) = 1 for every x ∈ Un. Then
(en) is a (sequential) approximate identity for A.

12.5.3. Proposition. If A is a C∗-algebra, then the set

Λ := {a ∈ A+ : ‖a‖ < 1}
is a directed set (under the ordering it inherits from H(A)) and is an approximate identity for A.

Proof. See [2], Proposition II.4.1.3; [3], proposition 2.2.18; [9], Theorem I.4.8; [10], proposi-
tion 13.1; [16], Theorem 2.5.2; [35], Theorem 3.1.1; [36], Theorem 1.4.2; and [48], Section VI.3,
item 3.3.

12.5.4. Corollary. Every C∗-algebra A has an approximate identity. If A is separable then it has
a sequential approximate identity.

12.5.5. Proposition. Every closed ideal in a C∗-algebra is self-adjoint.

12.5.6. Proposition. If J is a closed ideal in a C∗-algebra A, then A/J is a C∗-algebra.

Proof. See [15], volume 1, chapter VI, proposition 8.7; [25], theorem 1.7.4; or [9], pages 13–14;
or [16], theorem 2.5.4.

12.5.7. Example. If J is a closed ideal in a C∗-algebra A, then the sequence

0 // J //A
π //A/J // 0

is short exact.

12.5.8. Theorem. Let A and B be C∗-algebras and J be a closed ideal in A. If φ is a ∗ -

homomorphism from A to B and kerφ ⊇ J , then there exists a unique ∗ -homomorphism φ̃ : A/J →
B which makes the following diagram commute.

A

π

��

φ

  
A/J

φ̃

// B

Furthermore, φ̃ is injective if and only if kerφ = J ; and φ̃ is surjective if and only if φ is.
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12.5.9. Proposition. The range of a ∗-homomorphism between C∗-algebras is closed (and therefore
itself a C∗-algebra).

12.5.10. Definition. A C∗-subalgebra B of a C∗-algebra A is hereditary if a ∈ B whenever
a ∈ A, b ∈ B, and 0 ≤ a ≤ b.

12.5.11. Proposition. Suppose x∗x ≤ a in a C∗-algebra A. Then there exists b ∈ A such that

x = ba
1
4 and ‖b‖ ≤ ‖a‖

1
4 .

Proof. See [9], page 13.

12.5.12. Proposition. Suppose J is a closed ideal in a C∗-algebra A, j ∈ J+, and a∗a ≤ j. Then
a ∈ J . Thus closed ideals in C∗-algebras are hereditary.

12.5.13. Corollary. If 0 // A
φ // E // B // 0 is a short exact sequence of C∗-algebras, then

E/ ranφ and B are isometrically ∗ -isomorphic.

12.5.14. Corollary. Every C∗-algebra A has codimension one in its unitization Ã; that is,

dim Ã/A = 1 .

12.5.15. Proposition. Let A be a C∗-algebra, B be a C∗-subalgebra of A, and J be a closed ideal
in A. Then

B/(B ∩ J) ∼= (B + J)/J .

Let B be a unital subalgebra of an arbitrary algebra A. It is clear that if an element b ∈ B is
invertible in B, then it is also invertible in A. The converse turns out to be true in C∗-algebras: if
b is invertible in A, then its inverse lies in B. This is usually expressed by saying that every unital
C∗-subalgebra of a C∗-algebra is inverse closed.

12.5.16. Proposition. Let B be a unital C∗-subalgebra of a C∗-algebra A. If b ∈ inv(A), then
b−1 ∈ B.

12.5.17. Corollary. Let B be a unital C∗-subalgebra of a C∗-algebra A and b ∈ B. Then

σB(b) = σA(b) .

12.5.18. Corollary. Let φ : A → B be a unital C∗-monomorphism of a C∗-algebra A and a ∈ A.
Then

σ(a) = σ(φ(a)) .



CHAPTER 13

THE GELFAND-NAIMARK-SEGAL CONSTRUCTION

13.1. Positive Linear Functionals

13.1.1. Definition. Let A be an algebra with involution. For each linear functional τ on A and
each a ∈ A define τ?(a) = τ(a∗). We say that τ is Hermitian if τ? = τ . Notice that a linear
functional τ : A→ C is Hermitian if and only if it preserves involution; that is, τ? = τ if and only
if τ(a∗) = τ(a) for all a ∈ A.

CAUTION. The τ? defined above should not be confused with the usual adjoint mapping τ∗ : C∗ →
A∗. Context (or use of a magnifying glass) should make it clear which is intended.

13.1.2. Proposition. A linear functional τ on a C∗-algebra A is Hermitian if and only if τ(a) ∈ R
whenever a is self-adjoint.

As is always the case with maps between ordered vector spaces, positive maps are the ones that
take positive elements to positive elements.

13.1.3. Definition. A linear functional τ on a C∗-algebra A is positive if τ(a) ≥ 0 whenever
a ≥ 0 in A for all a ∈ A.

13.1.4. Proposition. Every positive linear functional on a C∗-algebra is Hermitian.

13.1.5. Proposition. The family of positive linear functionals is a proper convex cone in the real
vector space of all Hermitian linear functionals on a C∗-algebra. The cone induces a partial ordering
on the vector space: τ1 ≤ τ2 whenever τ2 − τ1 is positive.

13.1.6. Definition. A state of a C∗-algebra A is a positive linear functional τ on A such that
τ(1) = 1.

13.1.7. Example. Let x be a vector in a Hilbert space H. Define

ωx : B(H)→ C : T 7→ 〈Tx, x〉 .
Then ωx is a positive linear functional on B(H). If x is a unit vector, then ωx is a state of B(H).
A state τ is a vector state if τ = ωx for some unit vector x.

13.1.8. Proposition (Schwarz inequality). If τ is a positive linear functional on a C∗-algebra A,
then

|τ(b∗a)|2 ≤ τ(a∗a)τ(b∗b)

for all a, b ∈ A.

13.1.9. Proposition. A linear functional τ on a C∗-algebra A is positive if and only if it is bounded
and ‖τ‖ = τ(1A).

Proof. See [29], pages 256–257.

13.2. Representations

13.2.1. Definition. Let A be a C∗-algebra. A representation of A is a pair (π,H) where H
is a Hilbert space and π : A → B(H) is a ∗ -homomorphism. Usually one says simply that π is a
representation of A. When we wish to emphasize the role of the particular Hilbert space we say
that π is a representation of A on H. Depending on context we may write either πa or π(a) for

137
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the Hilbert space operator which is the image of the algebra element a under π. A representation
π of A on H is nondegenerate if π(A)H is dense in H.

13.2.2. Convention. We add to the preceding definition the following requirement: if the C∗-
algebra A is unital, then a representation of A must be a unital ∗ -homomorphism.

13.2.3. Definition. A representation π of a C∗-algebra A on a Hilbert space H is faithful if it
is injective. If there exists a vector x ∈ H such that π→(A)x = {πa(x) : a ∈ A} is dense in H, then
we say that the representation π is cyclic and that x is a cyclic vector for π.

13.2.4. Example. Let (S,A, µ) be a σ-finite measure space and L∞ = L∞(S,A, µ) be the C∗-
algebra of essentially bounded µ-measurable functions on S. As we saw in example 5.2.15 for
each φ ∈ L∞ the corresponding multiplication operator Mφ is an operator on the Hilbert space
L2 = L2(S,A, µ). The mapping M : L∞ → B(L2) : φ 7→ Mφ is a faithful representation of the
C∗-algebra L∞ on the Hilbert space L2.

13.2.5. Example. Let C([0, 1]) be the C∗-algebra of continuous functions on the interval [0, 1]. For
each φ ∈ C([0, 1]) the corresponding multiplication operator Mφ is an operator on the Hilbert space
L2 = L2([0, 1]) of functions on [0, 1] which are square-integrable with respect to Lebesgue measure.
The mapping M : C([0, 1])→ B(L2) : φ 7→Mφ is a faithful representation of the C∗-algebra C([0, 1])
on the Hilbert space L2.

13.2.6. Example. Suppose that π is a representation of a unital C∗-algebra A on a Hilbert space H
and x is a unit vector in H. If ωx is the corresponding vector state of B(H), then ωx ◦ π is a state
of A.

13.2.7. Exercise. Let X be a locally compact Hausdorff space. Find an isometric (therefore
faithful) representation (π,H) of the C∗-algebra C0(X) on some Hilbert space H..

13.2.8. Definition. Let ρ be a state of a C∗-algebra A. Then

Lρ := {a ∈ A : ρ(a∗a) = 0}
is called the left kernel of ρ.

Recall that as part of the proof of Schwarz inequality 13.1.8 for positive linear functionals we
verified the following result.

13.2.9. Proposition. If ρ is a state of a C∗-algebra A, then 〈a, b〉0 := ρ(b∗a) defines a semi-inner
product on A.

13.2.10. Corollary. If ρ is a state of a C∗-algebra A, then its left kernel Lρ is a vector subspace
of A and 〈 [a], [b] 〉 := 〈a, b〉0 defines an inner product on the quotient vector space A/Lρ.

13.2.11. Proposition. Let ρ be a state of a C∗-algebra A and a ∈ Lρ. Then ρ(b∗a) = 0 for every
b ∈ A.

13.2.12. Proposition. If ρ is a state of a C∗-algebra A, then its left kernel Lρ is a closed left
ideal in A.

13.3. The GNS-Construction and the Third Gelfand-Naimark Theorem

The following theorem is known as the Gelfand-Naimark-Segal construction (the GNS-construction).

13.3.1. Theorem (GNS-construction). Let ρ be a state of a C∗-algebra A. Then there exists a
cyclic representation πρ of A on a Hilbert space Hρ and a unit cyclic vector xρ for πρ such that
ρ = ωxρ ◦ πρ.

13.3.2. Notation. In the following material πρ, Hρ, and xρ are the cyclic representation, the
Hilbert space, and the unit cyclic vector guaranteed by the GNS-construction starting with a given
state ρ of a C∗-algebra
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13.3.3. Proposition. Let ρ be a state of a C∗-algebra A and π be a cyclic representation of A on
a Hilbert space H such that ρ = ωx ◦ π for some unit cyclic vector x for π. Then there exists a
unitary map U from Hρ to H such that x = Uxρ and π(a) = Uπρ(a)U∗ for all a ∈ A.

13.3.4. Definition. Let {Hλ : λ ∈ Λ} be a family of Hilbert spaces. Denote by
⊕
λ∈Λ

Hλ the set of all

functions x : Λ→
⋃
λ∈Λ

Hλ : λ 7→ xλ such that xλ ∈ Hλ for each λ ∈ Λ and
∑
λ∈Λ

‖xλ‖2 <∞. On
⊕
λ∈Λ

Hλ

define addition and scalar multiplication pointwise; that is. (x + y)λ = xλ + yλ and (αx)λ = αxλ
for all λ ∈ Λ, and define an inner product by 〈x, y〉 =

∑
λ∈Λ〈xλ, yλ〉. These operations (are well

defined and) make
⊕
λ∈Λ

Hλ into a Hilbert space. It is the direct sum of the Hilbert spaces Hλ.

Various notations for elements of this direct sum occur in the literature: x, (xλ), (xλ)λ∈Λ, and
⊕λxλ are common.

Now suppose that {Tλ : λ ∈ Λ} is a family of Hilbert space operators where Tλ ∈ B(Hλ) for
each λ ∈ Λ. Suppose further that sup{‖Tλ‖ : λ ∈ Λ} <∞. Then T (xλ)λ∈Λ = (Tλxλ)λ∈Λ defines an
operator on the Hilbert space

⊕
λHλ. The operator T is usually denoted by

⊕
λ Tλ and is called

the direct sum of the operators Tλ.

13.3.5. Proposition. The claims made in the preceding definition that
⊕
λ∈Λ

Hλ is a Hilbert space
and

⊕
λ Tλ is an operator on

⊕
λ∈Λ

Hλ are correct.

13.3.6. Example. Let A be a C∗-algebra and {πλ : λ ∈ Λ} be a family of representations of A on
Hilbert spaces Hλ so that πλ(a) ∈ B(Hλ) for each λ ∈ Λ and each a ∈ A. Then

π =
⊕

λ πλ : A→ B
(⊕

λHλ

)
: a 7→

⊕
λ πλ(a)

is a representation of A on the Hilbert space
⊕

λHλ. It is the direct sum of the representations πλ.

13.3.7. Theorem. Every C∗-algebra has a faithful representation.

Proof. See [2], Corollary II.6.4.10; [7], page 253; [10], Theorem 19.1; [16], Theorem 5.4.1;
[29], page 281; or [35], Theorem 3.4.1.

An obvious restatement of the preceding theorem is a third version of the Gelfand-Naimark
theorem, which says that every C∗-algebra is (essentially) an algebra of Hilbert space operators.

13.3.8. Corollary (Gelfand-Naimark Theorem III). Every C∗-algebra is isometrically ∗ -isomorphic
to a C∗-subalgebra of B(H) for some Hilbert space H.





CHAPTER 14

MULTIPLIER ALGEBRAS

14.1. Hilbert Modules

14.1.1. Notation. The inner products that occur previously in these notes and that one encounters
in standard textbooks and monographs on Hilbert spaces, functional analysis, and so on, are linear
in the first variable and conjugate linear in the second. Most contemporary operator algebraists
have chosen to work with objects called right Hilbert A-modules (A being a C∗-algebra). For such
modules it turns out to be more convenient to have “inner products” that are linear in the second
variable and conjugate linear in the first. While this switch in conventions may provoke some slight
irritation, it is, mathematically speaking, of little consequence. Of course, we would like Hilbert
spaces to be examples of Hilbert C-modules. To make this possible we equip a Hilbert space, whose
inner product is denoted by 〈 , 〉 with a new “inner product” defined by 〈x | y〉 := 〈y, x〉. This
“inner product” is linear in the second variable and conjugate linear in the first. I will try to be
consistent in using 〈 , 〉 for the standard inner product and 〈 | 〉 for the one which is linear
in its second variable.

Another (very common) solution to this problem is to insist that an inner product is always
linear in its second variable and “correct” standard texts, monographs, and papers accordingly.

14.1.2. Convention. In light of the preceding remarks we will in the sequel use the word “sesquilin-
ear” to mean either linear in the first variable and conjugate linear in the second or linear in the
second variable and conjugate linear in the first.

14.1.3. Definition. Let A be a nonzero C∗-algebra. A vector space V is an A-module if there is
a bilinear map

B : V ×A→ V : (x, a) 7→ xa

such that x(ab) = (xa)b holds for all x ∈ V and a, b ∈ A. We also require that x1A = x for every
x ∈ V if A is unital. (A function of two variables is bilinear if it is linear in both of its variables.)

14.1.4. Definition. Let (A,+,M, · ) be a (complex) algebra. Then Aop is the algebra (A,+,M, ∗)
where a ∗ b = b · a for all a, b ∈ A. This is the opposite algebra of A. It is just A with the order
of multiplication reversed. If A and B are algebras, then any function f : A → B induces in an
obvious fashion a function from A into Bop (or from Aop into B, or from Aop into Bop). We will
denote all these functions simply by f .

14.1.5. Definition. Let A and B be algebras. A function φ : A → B is an antihomomorphism
if the function f : A → Bop is a homomorphism. A bijective antihomomorphism is an anti-
isomorphism. An anti-isomorphism should not be regarded something terribly different from an
isomorphism, but actually as something nearly as good.

The notion of an A-module (where A is an algebra) was defined in 14.1.3. You may prefer
the following alternative definition, which is more in line with the definition of vector space given
in 1.1.2.

14.1.6. Definition. Let A be an algebra. An A-module is an ordered quadruple (V,+,M,Φ)
where (V,+,M) is a vector space and Φ: A → L(V ) is an algebra homomorphism. If A is unital
we require also that Φ be unital.

14.1.7. Exercise. Check that the definitions of A-module given in 14.1.3 and 14.1.6 are equivalent.
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We now say precisely what it means,when A is a C∗-algebra, to give an A-module an A-valued
inner product.

14.1.8. Definition. Let A be a C∗-algebra. A semi-inner product A-module is an A-module
V together with a mapping

β : V × V → A : (x, y) 7→ 〈x| y〉
which is linear in its second variable and satisfies

(i) 〈x| ya〉 = 〈x| y〉a,
(ii) 〈x| y〉 = 〈y|x〉∗, and
(iii) 〈x|x〉 ≥ 0

for all x, y ∈ V and a ∈ A. It is an inner product A-module (or a pre-Hilbert A-module)
if additionally

(iv) 〈x|x〉 = 0 implies that x = 0

when x ∈ V . We will refer to the mapping β as an A-valued (semi-)inner product on V .

14.1.9. Example. Every inner product space is an inner product C-module.

14.1.10. Proposition. Let A be a C∗-algebra and V be a semi-inner product A-module. The
semi-inner product 〈 | 〉 is conjugate linear in its first variable both literally and in the sense that
〈va|w〉 = a∗〈v|w〉 for all v, w ∈ V and a ∈ A.

14.1.11. Proposition (Schwarz inequality—for inner product A-modules). Let V be an inner
product A-module where A is a C∗-algebra. Then

〈x| y〉∗〈x| y〉 ≤ ‖〈x|x〉‖ 〈y| y〉
for all x, y ∈ V .

Hint for proof . Show that no generality is lost in assuming that ‖〈x|x〉‖ = 1. Consider the
positive element 〈xa− y|xa− y〉 where a = 〈x| y〉. Use propositions 12.4.20 and 12.4.21.

14.1.12. Definition. For every element v of an inner product A-module (where A is a C∗-algebra)
define

‖v‖ := ‖〈v| v〉‖1/2.

14.1.13. Proposition (Yet another Schwarz inequality). Let A be a C∗-algebra and V be an inner
product A-module. Then for all v, w ∈ V

‖〈v|w〉‖ ≤ ‖v‖ ‖w‖.

14.1.14. Corollary. If v and w are elements of an inner product A-module (where A is a C∗-
algebra), then ‖v + w‖ ≤ ‖v‖+ ‖w‖ and the map x 7→ ‖x‖ is a norm on V .

14.1.15. Proposition. If A is a C∗-algebra and V is an inner product A-module, then

‖va‖ ≤ ‖v‖ ‖a‖
for all v ∈ V and a ∈ A.

14.1.16. Definition. Let A be a C∗-algebra and V be an inner product A-module. If V is
complete with respect to (the metric induced by) the norm defined in 14.1.12, then V is a Hilbert
A-module.

14.1.17. Example. For a and b in a C∗-algebra A define

〈a| b〉 := a∗b .

Then A is itself a Hilbert A-module. Any closed right ideal in A is also a Hilbert A-module.

14.1.18. Definition. Let V and W be Hilbert A-modules where A is a C∗-algebra. A mapping
T : V → W is A-linear if it is linear and if T (va) = T (v)a holds for all v ∈ V and a ∈ A. The
mapping T is a Hilbert A-module morphism if it is bounded and A-linear.
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Recall from definition 5.2.10 that every Hilbert space operator has an adjoint. This is not true
for Hilbert A-modules

14.1.19. Definition. Let V and W be Hilbert A-modules where A is a C∗-algebra. A function
T : V →W is adjointable if there exists a function T ∗ : W → V satisfying

〈Tv|w〉 = 〈v|T ∗w〉
for all v ∈ V and w ∈ W . The function T ∗, if it exists, is the adjoint of T . Denote by L(V,W )
the family of adjointable maps from V to W . We shorten L(V, V ) to L(V ).

14.1.20. Proposition. Let V and W be Hilbert A-modules where A is a C∗-algebra. If a function
T : V →W is adjointable, then it is a Hilbert A-module morphism. Furthermore if T is adjointable,
then so is its adjoint and T ∗∗ = T .

14.1.21. Example. Let X be the unit interval [0, 1] and let Y = {0}. With its usual topology X is
a compact Hausdorff space and Y is a subspace of X. Let A be the C∗=algebra C(X) and J0 be the
ideal {f ∈ A : f(0) = 0} (see proposition 11.1.6). Regard V = A and W = J0 as Hilbert A-modules
(see example 14.1.17). Then the inclusion map ι : V → W is a Hilbert A-module morphism which
is not adjointable.

14.1.22. Proposition. Let A be a C∗-algebra. The pair of maps V 7→ V , T 7→ T ∗ is a contravari-
ant functor from the category of Hilbert A-modules and adjointable maps into itself.

14.1.23. Proposition. Let A be a C∗-algebra and V be a Hilbert A-module. Then L(V ) is a unital
C∗-algebra.

14.1.24. Notation. Let V and W be Hilbert A-modules where A is a C∗-algebra. For v ∈ V and
w ∈W let

Θv,w : W → V : x 7→ v〈w|x〉 .
(Compare this with example 5.7.2.)

14.1.25. Proposition. The map Θ defined above is sesquilinear.

14.1.26. Proposition. Let V and W be Hilbert A-modules where A is a C∗-algebra. For every
v ∈ V and w ∈W the map Θv,w is adjointable and (Θv,w)∗ = Θw,v.

The next proposition generalizes propositions 5.7.7 and 5.7.8.

14.1.27. Proposition. Let U , V , W , and Z be Hilbert A-modules where A is a C∗-algebra. If
S ∈ L(Z,W ) and T ∈ L(V,U), then

TΘv,w = ΘTv,w and Θv,wS = Θv,S∗w

for all v ∈ V and w ∈W .

Z
S //W

Θv,w // V
T // U

14.1.28. Proposition. Let U , V , and W be Hilbert A-modules where A is a C∗-algebra. Suppose
u ∈ U ; v, v′ ∈ V ; and w ∈W . Then

Θu,vΘv′,w = Θu〈v| v′〉,w = Θu,w〈v′| v〉 .

14.1.29. Notation. Let A be a C∗-algebra and V and W be Hilbert A-modules. We denote by
K(W,V ) the closed linear span of {Θv,w : v ∈ V and w ∈W}. As usual we shorten K(V, V ) to K(V ).

14.1.30. Proposition. If A is a C∗-algebra and V is a Hilbert A-module, then K(V ) is an ideal
in the C∗-algebra L(V ).

The next example is intended as justification for the standard practice of identifying a C∗-
algebra A with K(A).
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14.1.31. Example. If we regard a C∗-algebra A as an A-module (see example 14.1.17), then

K(A)
∗∼= A.

Hint for proof . As in corollary 12.3.3 define for each a ∈ A the left multiplication operator
La : A → A : x 7→ ax. Show that each such operator is adjointable and that the map L : A →
L(A) : a 7→ La is a ∗ -isomorphism onto a C∗-subalgebra of L(A). Then verify that K(A) is the
closure of the image under L of the span of products of elements of A.

14.1.32. Example. Let H be a Hilbert space regarded as a C-module. Then K(H) (as defined
in 14.1.29) is the ideal of compact operators on H (see proposition 7.1.27).

Proof. See [38], example 2.27.

The preceding example has lead many researchers, when dealing with an arbitrary Hilbert
module V , to refer to members of K(V ) as compact operators. This is dubious terminology since
such operators certainly need not be compact. (For example, if we regard an infinite dimensional
unital C∗-algebra A as an A-module, then Θ1,1 = IA, but the identity operator on A is not
compact.)

The fact that in these notes rather limited use is made of Hilbert C∗-modules should not lead
you to think that their study is specialized and/or of marginal interest. To the contrary, it is
currently an important and vigorous research area having applications to fields as diverse as K-
theory, graph C∗-algebras, quantum groups, quantum probability, vector bundles, non-commutative
geometry, algebraic and geometric topology, operator spaces and algebras, and wavelets. Take a
look at Michael Frank’s webpage [18], Hilbert C*-modules and related subjects—a guided reference
overview, where he lists 1531 references (as of his 11.09.10 update) to books, papers, and theses
dealing with such modules and categorizes them by application. There is an interesting graphic (on
page 9) illustrating the growth of this field of mathematics. It covers material from the pioneering
efforts in the 50’s and early 60’s (0–2 papers per year) to the time of this writing (about 100 papers
per year).

14.2. Essential Ideals

14.2.1. Example. If A and B are C∗-algebras, then A (more precisely, A ⊕ {0}) is an ideal in
A⊕B.

14.2.2. Convention. As the preceding example suggests, it is conventional to regard A as a subset
of A⊕B. In the sequel we will do this without further mention.

14.2.3. Notation. For an element c of an algebra A let

Ic :=

{
a0c+ cb0 +

p∑
k=1

akcbk : p ∈ N, a0, . . . , ap, b0, . . . , bp ∈ A
}

14.2.4. Proposition. If c is an element of an algebra A, then Ic is an (algebraic) ideal in A.

Notice that in the preceding proposition no claim is made that the algebraic ideal Ic must be
proper. It may well be the case that Ic = A (as, for example, when c is an invertible element of a
unital algebra).

14.2.5. Definition. Let c be an element of a C∗-algebra A. Define Jc, the principal ideal
containing c, to be the intersection of the family of all (closed) ideals of A which contain c. Clearly,
Jc is the smallest ideal containing c.

14.2.6. Proposition. In a C∗-algebra the closure of an algebraic ideal is an ideal.

14.2.7. Example. The closure of a proper algebraic ideal in a C∗-algebra need not be a proper
ideal. For example, lc, the set of sequences of complex numbers which are eventually zero, is dense
in the C∗-algebra l0 = C0(N). (But recall proposition 11.1.1.)
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14.2.8. Proposition. If c is an element of a C∗-algebra, then Jc = Ic.

14.2.9. Notation. We adopt a standard notational convention. If A and B are nonempty subsets
of an algebra. By AB we mean the linear span of products of elements in A and elements in B;
that is, AB = span{ab : a ∈ A and b ∈ B}. (Note that in definition 5.7.9 it makes no difference
whether we take AJ to mean the set of products of elements in A with elements in J or the span
of that set.)

14.2.10. Proposition. If I and J are ideals in a C∗-algebra, then IJ = I ∩ J .

A nonunital C∗-algebra A can be embedded as an ideal in a unital C∗-algebra in different

ways. The smallest unital C∗-algebra containing A is its unitization Ã (see proposition 12.3.12).
Of course there is no largest unital C∗-algebra in which A can be embedded as an ideal because
if A is embedded as an ideal in a unital C∗-algebra B and C is any unital C∗-algebra, then A is
an ideal in the still larger unital C∗-algebra B ⊕ C. The reason this larger unitization is not of
much interest is that the intersection of the ideal C with A is {0}. This motivates the following
definition.

14.2.11. Definition. An ideal J in a C∗-algebra A is essential if and only if I ∩ J 6= 0 for every
nonzero ideal I in A.

14.2.12. Example. A C∗-algebra A is an essential ideal in its unitization Ã if and only if A is not
unital.

14.2.13. Example. If H is a Hilbert space the ideal of compact operators K(H) is an essential
ideal in the C∗-algebra B(H).

14.2.14. Definition. Let J be an ideal in a C∗-algebra A. Then we define J⊥, the annihilator
of J , to be

{
a ∈ A : Ja = {0}

}
.

14.2.15. Proposition. If J is an ideal in a C∗-algebra, then so is J⊥.

14.2.16. Proposition. An ideal J in a C∗-algebra A is essential if and only if J⊥ = {0}.

14.2.17. Proposition. If J is an ideal in a C∗-algebra, then
(
J ⊕ J⊥

)⊥
= {0}.

14.2.18. Notation. Let f be a (real or) complex valued function on a set S. Then

Zf := {s ∈ S : f(s) = 0}.
This is the zero set of f .

Suppose that A is a nonunital commutative C∗-algebra. By the second Gelfand-Naimark the-
orem 12.3.22 there exists a noncompact locally compact Hausdorff space X such that A = C0(X).
(Here, of course, we are permitting ourselves a conventional abuse of language: for literal cor-
rectness the indicated equality should be an isometric ∗ -isomorphism.) Now let Y be a compact
Hausdorff space in which X is an open subset and let B = C(Y ). Then B is a unital commutative

C∗-algebra. Regard A as embedded as an ideal in B by means of the map ι : A→ B : f 7→ f̃ where

f̃(y) =

{
f(y), if y ∈ X;
0, otherwise.

Notice that the closed set Xc is
⋂
{Z

f̃
: f ∈ C0(X)}.

14.2.19. Proposition. Let the notation be as in the preceding paragraph. Then the ideal A is
essential in B if and only if the open subset X is dense in Y .

Thus the property of an ideal being essential in the context of unitizations of nonunital com-
mutative C∗-algebras corresponds exactly with the property of an open subspace being dense in
the context of compactifications of noncompact locally compact Hausdorff spaces.
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14.3. Compactifications and Unitizations

In definition 12.3.14 we called the object whose existence was proved in the preceding propo-
sition 12.3.12 “the” unitization of a C∗-algebra. The definite article there is definitely misleading.
Just as a topological space may have many different compactifications, a C∗-algebra may have
many unitizations. If A is a nonunital commutative C∗-algebra, it is clear from corollary 12.5.14

that the unitization Ã is the smallest possible unitization of A. Similarly, in topology, if X is a
noncompact locally compact Hausdorff space, then its one-point compactification is obviously the
smallest possible compactification of X. Recall that in proposition 12.3.27 we established the fact
that constructing the smallest unitization of A is “essentially” the same thing as constructing the
smallest compactification of X.

It is sometimes convenient (as, for example, in the preceding paragraph) to take a “unitization”
of an algebra that is already unital and sometimes convenient to take a “compactification” of a
space that is already compact. Since there appears to be no universally accepted terminology, I
introduce the following (definitely nonstandard, but I hope helpful) language.

14.3.1. Definition. Let A and B be C∗-algebras and X and Y be Hausdorff topological spaces.
We will say that

(1) B is a unitization of A if B is unital and A is (∗ -isomorphic to) a C∗-subalgebra of B;
(2) B is an essential unitization of A if B is unital and A is (∗ -isomorphic to) an essential

ideal of B;
(3) Y is a compactification of X if it is compact and X is (homeomorphic to) a subspace

of Y ; and
(4) Y is an essential compactification of X if it is compact and X is (homeomorphic to)

a dense subspace of Y

Perhaps a few words are in order concerning the bits in parentheses in the preceding definition.
It is seldom the case that a topological space X is literally a subset of a particular compactification
of X or that a C∗-algebra A is a subset of a particular unitization of A. While certainly true that
it is frequently convenient to regard one C∗-algebra as a subset of another when in fact the first is
merely ∗ -isomorphic to a subset of the second, there are also occasions when it clarifies matters to
specify the actual embeddings involved. If the details of these distinctions are not entirely familiar,
the next two definitions are intended to help.

14.3.2. Definition. Let A and B be C∗-algebras. We say that A is embedded in B if there exists
an injective ∗ -homomorphism ι : A→ B; that is, if A is ∗ -isomorphic to a C∗-subalgebra of B (see
propositions 12.5.9 and 12.3.25). The injective ∗ -homomorphism ι is an embedding of A into B.
In this situation it is common practice to treat A and the range of ι as identical C∗-algebras. The
pair (B, ι) is a unitization of A if B is a unital C∗-algebra and ι : A→ B is an embedding. The
unitization (B, ι) is essential if the range of ι is an essential ideal in B.

14.3.3. Definition. Let X and Y be Hausdorff topological spaces. We say that X is embedded
in Y if there exists a homeomorphism j from X to a subspace of Y . The homeomorphism j is a
embedding of X into Y . As in C∗-algebras it is common practice to identify the range of j with
the space X. The pair (Y, j) is a compactification of X if Y is a compact Hausdorff space and
j : X → Y is an embedding. The compactification (Y, j) is essential if the range of j is dense
in Y .

We have discussed the smallest unitization of a C∗-algebra and the smallest compactification
of a locally compact Hausdorff space. Now what about a largest, or even maximal, unital algebra
containing A? Clearly there is no such thing, for if B is a unital algebra containing A, then so is
B⊕C where C is any unital C∗-algebra. Similarly, there is no largest compact space containing X:
if Y is a compact space containing X, then so is the topological disjoint union Y ] K where K
is any nonempty compact space. However, it does make sense to ask whether there is a maximal



14.3. COMPACTIFICATIONS AND UNITIZATIONS 147

essential unitization of a C∗-algebra or a maximal essential compactification of a locally compact
Hausdorff space. The answer is yes in both cases. The well-known Stone-Čech compactification
β(X) is maximal among essential compactifications of a noncompact locally compact Hausdorff
space X. Details can be found in any good topology text. One readable standard treatment is [47],
items 19.3–19.12. More sophisticated approaches make use of some functional analysis—see, for
example, [7], chapter V, section 6. There turns out also to be a maximal essential unitization of a
nonunital C∗-algebra A—it is called the multiplier algebra of A.

We say that an essential unitization M of a C∗-algebra A is maximal if any C∗-algebra that
contains A as an essential ideal embeds in M . Here is a more formal statement.

14.3.4. Definition. An essential unitization (M, j) of a C∗-algebra A is said to be maximal if for
every embedding ι : A→ B whose range is an essential ideal in B there exists a ∗ -homomorphism
φ : B →M such that φ ◦ ι = j.

14.3.5. Proposition. In the preceding definition the ∗ -homomorphism φ, if it exists must be
injective.

14.3.6. Proposition. In the preceding definition the ∗ -homomorphism φ, if it exists must be
unique.

Compare the following definition with 13.2.1.

14.3.7. Definition. LetA andB be C∗-algebras and V be a HilbertA-module. A ∗ -homomorphism
φ : B → L(V ) is nondegenerate if φ→(B)V is dense in V .

14.3.8. Proposition. Let A, B, and J be C∗-algebras, V be a Hilbert B-module, and ι : J → A
be an injective ∗ -homomorphism whose range is an ideal in A. If φ : J → L(V ) is a nondegenerate
∗ -homomorphism, then there exists a unique extension of φ to a ∗ -homomorphism φ : A → L(V )
which satisfies φ ◦ ι = φ.

14.3.9. Proposition. If A is a nonzero C∗-algebra, then (L(A), L) is a maximal essential uniti-
zation of A. It is unique in the sense that if (M, j) is another maximal essential unitization of A,
then there exists a ∗ -isomorphism φ : M → L(A) such that φ ◦ j = L.

14.3.10. Definition. Let A be a C∗-algebra. We define the multiplier algebra of A, to be the
family L(A) of adjointable operators on A. From now on we denote this family by M(A).





CHAPTER 15

THE K0-FUNCTOR

We now take a brief look at the so-calledK-theory of C∗-algebras. Perhaps the best introduction
to the subject is [40], some of the more elementary parts of which these notes follow rather closely.
Another very readable introduction is [45].

Given a C∗-algebra A we will be interested primarily in two groups known as K0(A) and K1(A).
The present chapter examines the first of these, a group of projections in A under addition. Of
course if we wish to add arbitrary projections, we have already encountered a serious difficulty.
We showed earlier (in proposition 5.5.6) that in order to add projections they must commute!
The solution to this dilemma is typical of the thinking that goes in K-theory in general. If two
projections don’t commute, remove the obstruction that prevents them from doing so. If there isn’t
enough space for them to get past each other, give them more room. Don’t insist on regarding them
as creatures trying to live in a hopelessly narrow world of 1 × 1 matrices of elements of A. Allow
them, for example, to be roam about the much roomier world of 2 × 2 matrices. To accomplish
this technically we search for an equivalence relation ∼ that identifies a projection p in A with the

matrices

[
p 0
0 0

]
and

[
0 0
0 p

]
. Then the problem is solved: if p and q are projections in A, then

pq ∼
[
p 0
0 0

] [
0 0
0 q

]
=

[
0 0
0 0

]
=

[
0 0
0 q

] [
p 0
0 0

]
∼ qp .

Now p and q commute modulo the equivalence relation ∼ and we may define addition by something

like p⊕ q =

[
p 0
0 q

]
.

Pretty clearly, the preceding simple-minded device is not going to produce anything like an
Abelian group, but it’s a start. If you suspect that, in the end, the construction of K0(A) will be
a bit complicated, you are entirely correct.

15.1. Partial Isometries

15.1.1. Definition. An element v of a C∗-algebra A is a partial isometry if v∗v is a projection
in A. (Since v∗v is always self-adjoint, it is enough to require that v∗v be idempotent.) The element
v∗v is the initial (or support) projection of v and vv∗ is the final (or range) projection
of v. (It is an obvious consequence of the next proposition that if v is a partial isometry, then vv∗

is in fact a projection.)

15.1.2. Proposition. If v is a partial isometry in a C∗-algebra, then

(a) vv∗v = v ; and
(b) v∗ is a partial isometry.

Hint for proof . Let z = v − vv∗v and consider z∗z.

15.1.3. Proposition. Let v be a partial isometry in a C∗-algebra A. Then its initial projection p
is the smallest projection (with respect to the partial ordering � on P(A) ) such that vp = v and its
final projection q is the smallest projection such that qv = v.

15.1.4. Proposition. If V is a partial isometry on a Hilbert space H (that is, if V is a partial
isometry in the C∗-algebra B(H) ), then the initial projection V ∗V is the projection of H onto
(kerV )⊥ and the final projection V V ∗ is the projection of H onto ranV .

149
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Because of the preceding result (kerV )⊥ is called the initial (or support) space of V and
ranV is sometimes called the final space of V .)

15.1.5. Proposition. An operator on a Hilbert space is a partial isometry if and only if it is an
isometry on the orthogonal complement of its kernel.

15.2. Equivalence Relations on Projections

We define several equivalence relations, all of which are appropriate to projections in a unital
C∗-algebra.

15.2.1. Definition. In a unital algebra elements a and b are similar if there exists an invertible
element s such that b = sas−1. In this case we write a ∼s b.

15.2.2. Proposition. The relation ∼s of similarity defined above is an equivalence relation on the
elements of a unital algebra.

15.2.3. Definition. In a C∗-algebra elements a and b are unitarily equivalent if there exists

an unitary element u ∈ Ã such that b = uau∗. In this case we write a ∼u b.

15.2.4. Proposition. The relation ∼u of unitary equivalence defined above is an equivalence rela-
tion on the elements of a C∗-algebra.

15.2.5. Proposition. Elements a and b of a unital C∗-algebra A are unitarily equivalent if and
only if there exists an element u ∈ U(A) such that b = uau∗.

Hint for proof . Suppose there exists v ∈ U(Ã) such that b = vav∗. By proposition 12.3.12 there
exist u ∈ A and α ∈ C such that v = u+ αj (where j = 1

Ã
− 1A). Show that |α| = 1, u is unitary,

and b = uau∗.
For the converse suppose that there exists u ∈ U(A) such that b = uau∗. Let v = u+ j.

15.2.6. Definition. A path in a topological space X is a continuous map from the interval [0, 1]
into X. Two points p and q in X are said to be connected by a path (or homotopic) in X
if there exists a path f : [0, 1] → X in X such that f(0) = p and f(1) = q. In this case we write
p ∼h q in X (or just p ∼h q when the space X is clear from context).

15.2.7. Example. Let a be an invertible element in a unital C∗-algebra A and b be an element of
A such that ‖a− b‖ < ‖a−1‖−1. Then a ∼h b in inv(A).

Hint for proof . Apply corollary 8.1.31 to points in the closed segment [a, b].

15.2.8. Proposition. The relation ∼h of homotopy equivalence defined above is an equivalence
relation on the set of points of a topological space.

15.2.9. Definition. If X is a topological space and ∼h is the relation of homotopy equivalence,
then the resulting equivalence classes are the path components of X.

15.2.10. Proposition (Polar decomposition). For every invertible element s of a unital C∗-algebra,
then there exists a unitary element ω(s) in the algebra such that

s = ω(s)|s| .

Hint for proof . Use Corollary 12.4.27.

15.2.11. Proposition. If A is a unital C∗-algebra, then the function ω : invA→ U(A) defined in
the preceding proposition is continuous.

Hint for proof . Use propositions 8.1.34 and 11.5.11 .

15.2.12. Proposition. Let s = u|s| be the polar decomposition of an invertible element s in a
unital C∗-algebra A. Then u ∼h s in invA.
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Hint for proof . For 0 ≤ t ≤ 1 let ct = u(t|s| + (1 − t)1). Conclude from proposition 12.4.23
that there exists ε ∈ (0, 1] such that |s| ≥ ε1. Use the same proposition to show that t|s|+ (1− t)1
is invertible for every t ∈ [0, 1].

15.2.13. Proposition. Let u and v be unitary elements in a unital C∗-algebra A. If u ∼h v in
invA, then u ∼h v in U(A).

15.2.14. Proposition. Let u1, u2, u3, and u4 be unitary elements in a unital C∗-algebra A. If
u1 ∼h u2 in U(A) and u3 ∼h u4 in U(A), then u1u3 ∼h u2u4 in U(A).

15.2.15. Example. Let h be a self-adjoint element of a unital C∗-algebra A. Then exp(ih) is
unitary and homotopic to 1 in U(A).

Hint for proof . Consider the path c : [0, 1]→ T : t 7→ exp(ith). Use proposition 11.5.11.

15.2.16. Notation. If p and q are projections in a C∗-algebra A, we write p ∼ q (p is Murray-
von Neumann equivalent to q) if there exists an element v ∈ A such that v∗v = p and vv∗ = q.
Note that such a v is automatically a partial isometry. We will refer to it as a partial isometry that
implements the equivalence.

15.2.17. Proposition. The relation ∼ of Murray-von Neumann equivalence is an equivalence
relation on the family P(A) of projections in a C∗-algebra A.

15.2.18. Proposition. Let a and b be self-adjoint elements of a unital C∗-algebra. If a ∼s b, then
a ∼u b. In fact, if b = sas−1 and s = u|s| is the polar decomposition of s, then b = uau∗.

Hint for proof . Suppose there is an invertible element s such that b = sas−1. Let s = u|s| be

the polar decomposition of s. Show that a commutes with |s|2 and therefore with anything in the

algebra C∗(1, |s|2). In particular, a commutes with |s|−1. From this it follows that uau∗ = b.

15.2.19. Proposition. If p and q are projections in a C∗-algebra, then

p ∼h q =⇒ p ∼u q =⇒ p ∼ q .
Hint for proof . In this hint 1 = 1

Ã
. For the first implication show that there is no loss of

generality in supposing that ‖p − q‖ < 1
2 . Let s = pq + (1 − p)(1 − q). Prove that p ∼s q. To

this end write s − 1 as p(q − p) + (1 − p)((1 − q) − (1 − p)) and use corollary 8.1.30. Then use
proposition 15.2.18.

To prove the second implication notice that if upu∗ = q for some unitary element in Ã, then up
is a partial isometry in A.

In general, the converse of the second implication, p ∼u q =⇒ p ∼ q, in the preceding
proposition does not hold (see example 15.2.23 below). However, for projections p and q in a unital
C∗-algebra, if we have both p ∼ q and 1− p ∼ 1− q, then we can conclude p ∼u q.
15.2.20. Proposition. Let p and q be projections in a unital C∗-algebra A. Then p ∼u q if and
only if p ∼ q and 1− p ∼ 1− q.

Hint for proof . For the converse suppose that a partial isometry v implements the equivalence

p ∼ q and w implements 1− p ∼ 1− q. Consider the element u = v + w + j in Ã.

15.2.21. Definition. An element s of a unital C∗-algebra is an isometry if s∗s = 1.

15.2.22. Exercise. Explain why the terminology in the preceding definition is reasonable.

It is not difficult to see that the converse of the second implication in proposition 15.2.19 fails
in general.

15.2.23. Example. If p and q are projections in a C∗-algebra, then

p ∼ q 6=⇒ p ∼u q .
For example, if s is a nonunitary isometry (such as the unilateral shift), then s∗s ∼ ss∗, but
s∗s �u ss∗.
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Hint for proof . Prove, and keep in mind, that no nonzero projection can be Murray-von Neu-
mann equivalent to the zero projection.

15.2.24. Remark. The converse of the first implication, p ∼h q =⇒ p ∼u q, in proposition 15.2.19
also does not hold in general for projections in a C∗-algebra. However, an example illustrating this
phenomenon is not easy to come by. To see what is involved consult [40], examples 2.2.9 and 11.3.4.

It would be nice if he implications in proposition 15.2.19 were reversible. But as we have seen,
they are not. One way of dealing with recalcitrant facts, as was noted at the beginning of this
chapter, is to give the mathematical objects we are dealing with more room to move around in.
Pass to matrices. Propositions 15.2.26 and 15.2.32 are examples of how this technique works. We
can, in a sense, get the implications in 15.2.19 to reverse.

15.2.25. Notation. If a1, a2, . . . an are elements of a C∗-algebra A, then diag(a1, a2, . . . , an) is
the diagonal matrix in Mn(A) whose main diagonal consists of the elements a1, . . . , an. We also
use this notation for block matrices. For example if a is an m×m matrix and b is an n×n matrix,

then diag(a, b) is the (m+n)× (m+n) matrix

[
a 0
0 b

]
. (Of course, the 0 in the upper right corner

of this matrix is the m × n matrix all of whose entries are zero and the 0 in the lower left corner
is the n×m matrix with each entry zero.)

15.2.26. Proposition. Let p and q be projections in a C∗-algebra A. Then

p ∼ q =⇒ diag(p,0) ∼u diag(q,0) in M2(A).

Hint for proof . Let v be a partial isometry in A that implements the Murray-von Neumann

equivalence p ∼ q. Consider the matrix u =

[
v 1

Ã
− q

1
Ã
− p v∗

]
.

Recall from corollary 11.4.4 that the spectrum of any unitary element of a unital C∗-algebra
lies in the unit circle. Remarkably, if its spectrum is not the entire circle, then it is homotopic to 1
in U(A).

15.2.27. Proposition. Let u be a unitary element in a unital C∗-algebra. If σ(u) 6= T, then
u ∼h 1 in U(A).

Hint for proof . Choose θ ∈ R such that exp(iθ) /∈ σ(u). Then there is a (unique continuous)
function

φ : σ(u)→ (θ, θ + 2π) : exp(it) 7→ t .

Let h = φ(u) and use example 15.2.15.

15.2.28. Example. If A is a unital C∗-algebra, then

[
0 1
1 0

]
∼h
[
1 0
0 1

]
in U(M2(A)).

The matrix J =

[
0 1
1 0

]
is very useful when used in conjunction with proposition 15.2.14 in

establishing homotopies between matrices in U(A). In verifying the next few examples it is quite
helpful. Notice that multiplication of a 2 × 2 matrix on the right by J interchanges its columns;
multiplication on the left by J interchanges rows; and multiplication on both left and right by J
interchanges elements on both diagonals.

15.2.29. Example. If u and v are unitary elements in a unital C∗-algebra A, then

diag(u, v) ∼h diag(v, u)

in U(M2(A)).

15.2.30. Example. If u and v are unitary elements in a unital C∗-algebra A, then

diag(u, v) ∼h diag(uv,1)

in U(M2(A)).
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15.2.31. Example. If u and v are unitary elements in a unital C∗-algebra A, then

diag(uv,1) ∼h diag(vu,1)

in U(M2(A)).

15.2.32. Proposition. Let p and q be projections in a C∗-algebra A. Then

p ∼u q =⇒ diag(p,0) ∼h diag(q,0) in P(M2(A)).

15.2.33. Example. Two projections in Mn are Murray-von Neumann equivalent if and only if
they have equal traces, which is, in turn, equivalent to their having ranges of equal dimension.

Hint for proof . Use propositions 7.2.3–7.2.4 and 15.1.4–15.1.5.

In example 8.1.13 we introduced the n× n matrix algebra Mn(A) where A is an algebra. If A
is a ∗ -algebra and n ∈ N we can equip Mn(A) with an involution in a natural way. It is defined,
as you would expect, as the analog of “conjugate transposition”: if a ∈Mn(A), then

a∗ =
[
aij
]∗

:=
[
aji
∗].

If A is a C∗-algebra we can introduce a norm on Mn(A) under which it also is a C∗-algebra.
Choose a faithful representation φ : A → B(H) of A, where H is a Hilbert space. For each n ∈ N
define

φn : Mn(A)→ B(Hn) :
[
aij
]
7→
[
φ(aij)

]
where Hn is the n-fold direct sum of H with itself. Then define the norm of an element a ∈Mn(A)
to be the norm of the operator φn(a) ∈ B(Hn). That is, ‖a‖ := ‖φn(a)‖.

This norm is a C∗-norm on Mn(A). It does not depend on the particular representation we
choose by virtue of the uniqueness of C∗-norms (see corollary 12.3.18).

15.2.34. Proposition. Let A be a C∗-algebra and a ∈Mn(A). Then

max{‖aij‖ : 1 ≤ i, j ≤ n} ≤ ‖a‖ ≤
n∑

i,j=1

‖aij‖.

Hint for proof . Since any faithful representation is an isometry (see proposition 12.3.25) you
may as well simplify things by regarding the representation φ : A → B(H) discussed above as an
inclusion map.

For the first inequality define, for v ∈ H, the vector Ej(v) ∈ Hn to be the n-tuple all of whose

entries are zero except for the jth one which is v. Then verify that

‖aijv‖ ≤ ‖aEj(v)‖ ≤ ‖a‖
whenever a ∈Mn(A), v ∈ H, and ‖v‖ ≤ 1.

For the second inequality show that

‖av‖2 ≤
n∑
i=1

( n∑
j=1

‖aij‖
)2

≤
( n∑
i=1

n∑
j=1

‖aij‖
)2

whenever a ∈Mn(A), v ∈ Hn, and ‖v‖ ≤ 1.

15.3. A Semigroup of Projections

15.3.1. Notation. When A is a C∗-algebra and n ∈ N we let

Pn(A) = P(Mn(A)) and

P∞(A) =

∞⋃
n=1

Pn(A).

We now extend Murray-von Neumann equivalence to matrices of different sizes.
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15.3.2. Notation. If A is a C∗-algebra let Mn,m(A) denote the set of n×m matrices with entries
belonging to A.

15.3.3. Definition. If A is a C∗-algebra, p ∈ Pm(A), and q ∈ Pn(A), we set p ∼ q if there exists
v ∈Mn,m(A) such that

v∗v = p and vv∗ = q.

Note: if m = n, then ∼ defined above is just our familiar Murray-von Neumann equivalence.

15.3.4. Proposition. The relation ∼ defined above is an equivalence relation on P∞(A).

15.3.5. Definition. For each C∗-algebra A we define a binary operation ⊕ on P∞(A) by

p⊕ q = diag(p, q) .

Thus if p ∈ Pm(A) and q ∈ Pn(A), then p⊕ q ∈ Pm+n(A).

In the next proposition 0n is the additive identity in Pn(A).

15.3.6. Proposition. Let A be a C∗-algebra and p ∈ P∞(A). Then p ∼ p⊕ 0n for every n ∈ N.

15.3.7. Proposition. Let A be a C∗-algebra and p, p′, q, q′ ∈ P∞(A). If p ∼ p′ and q ∼ q′, then
p⊕ q ∼ p′ ⊕ q′.

15.3.8. Proposition. Let A be a C∗-algebra and p, q ∈ P∞(A). Then p⊕ q ∼ q ⊕ p.

15.3.9. Proposition. Let A be a C∗-algebra and p, q ∈ Pn(A) for some n. If p ⊥ q, then p+ q is
a projection in Mn(A) and p+ q ∼ p⊕ q.

15.3.10. Proposition. If A is a C∗-algebra, then P∞(A) is a commutative semigroup under the
operation ⊕.

15.3.11. Notation. If A is a C∗-algebra and p ∈ P∞(A), let [p ]D be the equivalence class con-
taining p determined by the equivalence relation ∼. Also let D(A) := { [p ]D : p ∈ P∞(A) }.

15.3.12. Definition. Let A be a C∗-algebra. Define a binary operation + on D(A) by

[p ]D + [q ]D := [p⊕ q ]D

where p, q ∈ P∞(A).

15.3.13. Proposition. The operation + defined in 15.3.12 is well defined and makes D(A) into a
commutative semigroup.

15.3.14. Example. The semigroup D(C) is isomorphic to the additive group of positive integers;
that is,

D(C) ∼= Z+ = {0, 1, 2, . . . } .

Hint for proof . Use example 15.2.33.

15.3.15. Example. If H is a Hilbert space, then

D(B(H)) ∼= Z+ ∪ {∞}.

(Use the usual addition on Z+ and let n+∞ =∞+ n =∞ whenever n ∈ Z+ ∪ {∞}.)

15.3.16. Example. For the C∗-algebra C⊕ C we have

D(C⊕ C) ∼= Z+ ⊕ Z+ .
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15.4. The Grothendieck Construction

In the construction of the field of real numbers we may use the same technique to get from
the (additive semigroup of) natural numbers to the (additive group of all) integers as we do to get
from the (multiplicative semigroup of) nonzero integers to the (multiplicative group of all) nonzero
rational numbers. It is called the Grothendieck construction.

15.4.1. Definition. Let (S,+) be a commutative semigroup. Define a relation ∼ on S × S by

(a, b) ∼ (c, d) if there exists k ∈ S such that a+ d+ k = b+ c+ k.

15.4.2. Proposition. The relation ∼ defined above is an equivalence relation.

15.4.3. Notation. For the equivalence relation ∼ defined in 15.4.1 the equivalence class containing
the pair (a, b) will be denote by 〈a, b〉 rather than by [(a, b)].

15.4.4. Definition. Let (S,+) be a commutative semigroup. On G(S) define a binary operation
(also denoted by +) by:

〈a, b〉+ 〈c, d〉 := 〈a+ c, b+ d〉 .

15.4.5. Proposition. The operation + defined above is well defined and under this operation G(S)
becomes and Abelian group.

The Abelian group (G(S),+) is called the Grothendieck group of S.

15.4.6. Proposition. For a semigroup S and an arbitrary a ∈ S define a mapping

γ
S

: S → G(S) : s 7→ 〈s+ a, a〉 .

The mapping γ
S

, called the Grothendieck map, is well defined and is a semigroup homomor-
phism.

Saying that the Grothendieck map is well defined means that its definition is independent of
the choice of a. We frequently write just γ for γ

S
.

15.4.7. Example. Both N = {1, 2, 3, . . . } and Z+ = {0, 1, 2, . . . } are commutative semigroups
under addition. They generate the same Grothendieck group

G(N) = G(Z+) = Z .

Nothing guarantees that the Grothendieck group of an arbitrary semigroup will be of much
interest.

15.4.8. Example. Let S be the commutative additive semigroup Z+ ∪ {∞}. Then G(S) = {0}.

15.4.9. Example. Let Z0 be the (commutative) multiplicative semigroup of nonzero integers.
Then G(Z0) = Q0, the Abelian multiplicative group of nonzero rational numbers.

15.4.10. Proposition. If S is a commutative semigroup, then

G(S) = {γ(s)− γ(t) : s, t ∈ S} .

15.4.11. Proposition. If r, s ∈ S, where S is a commutative semigroup, then γ(r) = γ(s) if and
only if there exists t ∈ S such that r + t = s+ t.

15.4.12. Definition. A commutative semigroup S has the cancellation property if whenever
r, s, t ∈ S satisfy r + t = s+ t, then r = s.

15.4.13. Corollary. Let S be a commutative semigroup. The Grothendieck map γ
S

: S → G(S) is
injective if and only if S has the cancellation property.

The next proposition asserts the universal property of the Grothendieck group.
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15.4.14. Proposition. Let S be a commutative (additive) semigroup and G(S) be its Grothendieck
group. If H is an Abelian group and φ : S → H is an additive map, then there exists a unique group
homomorphism ψ : G(S)→ H such that the following diagram commutes.

S |G(S)|
γ //S

|H|

φ

��

|G(S)|

|H|

|ψ|

��

G(S)

H

ψ

��
(15.1)

In the preceding diagram |G(S)| and |H| are just G(S) and H regarded as semigroups and |ψ|
is the corresponding semigroup homomorphism. In other words, the forgetful functor | | “forgets”
only about identities and inverses but not about the operation of addition. Thus the triangle on
the left is a commutative diagram in the category of semigroups and semigroup homomorphisms.

15.4.15. Proposition. Let φ : S → T be a homomorphism of commutative semigroups. Then the
map γ

T
◦ φ : S → G(T ) is additive. By proposition 15.4.14 there exists a unique group homomor-

phism G(φ) : G(S)→ G(T ) such that the following diagram commutes.

G(S) G(T )
G(φ)

//

S

G(S)

γ
S

��

S T
φ // T

G(T )

γ
T

��

15.4.16. Proposition. The pair of maps S 7→ G(S), which takes commutative semigroups to
their corresponding Grothendieck groups, and φ 7→ G(φ), which takes semigroup homomorphisms
to group homomorphism (as defined in 15.4.15) is a covariant functor from the category of com-
mutative semigroups and semigroup homomorphisms to the category of Abelian groups and group
homomorphisms.

One slight advantage of the rather pedantic inclusion of a forgetful functor in diagram (15.1) is
that it makes it possible to regard the Grothendieck map γ : S 7→ γ

S
as a natural transformation

of functors.

15.4.17. Corollary (Naturality of the Grothendieck map). Let | | be the forgetful functor on
Abelian groups which “forgets” about identities and inverses but not the group operation as in 15.4.14.
Then |G( )| is a covariant functor from the category of commutative semigroups and semigroup ho-
momorphisms to itself. Furthermore, the Grothendieck map γ : S 7→ γ

S
is a natural transformation

from the identity functor to the functor |G( )|.

|G(S)| |G(T )|
|G(φ)|

//

S

|G(S)|

γ
S

��

S T
φ // T

|G(T )|

γ
T

��
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15.5. The K0 Group for Unital C∗-Algebras

15.5.1. Definition. Let A be a unital C∗-algebra. Let K0(A) := G(D(A)), the Grothendieck
group of the semigroup D(A) defined in 15.3.11 and 15.3.12, and define

[ ] : P∞(A)→ K0(A) : p 7→ γD(A)

(
[p ]D

)
.

The next proposition is an obvious consequence of this definition.

15.5.2. Proposition. Let A be a unital C∗-algebra and p, q ∈ P∞(A). If p and q are Murray-von
Neumann equivalent, then [p ] = [q ] in K0(A).

15.5.3. Definition. Let A be a unital C∗-algebra and p, q ∈ P∞(A). We say that p is stably
equivalent to q and write p ∼st q if there exists a projection r ∈ P∞(A) such that p⊕ r ∼ q ⊕ r.

15.5.4. Proposition. Stable equivalence ∼st is an equivalence relation on P∞(A).

15.5.5. Proposition. Let A be a unital C∗-algebra and p, q ∈ P∞(A). Then p ∼st q if and only
if p⊕ 1n ∼ q ⊕ 1n for some n ∈ N.

Here, of course, 1n is the multiplicative identity in Mn(A).

15.5.6. Proposition (Standard Picture of K0(A) when A is unital). If A is a unital C∗-algebra,
then

K0(A) = {[p ]− [q ] : p, q ∈ P∞(A)}
= {[p ]− [q ] : p, q ∈ Pn(A) for some n ∈ N} .

15.5.7. Proposition. Let A be a unital C∗-algebra and p, q ∈ P∞(A). Then [p⊕ q ] = [p ] + [q ].

15.5.8. Proposition. Let A be a unital C∗-algebra and p, q ∈ Pn(A). If p ∼h q in Pn(A), then
[p ] = [q ].

15.5.9. Proposition. Let A be a unital C∗-algebra and p, q ∈ Pn(A). If p ⊥ q in Pn(A), then
p+ q ∈ Pn(A) and [p+ q ] = [p ] + [q ].

15.5.10. Proposition. Let A be a unital C∗-algebra and p, q ∈ P∞(A). Then [p ] = [q ] if and
only if p ∼st q.

The next proposition specifies a universal property of K0(A) when A is unital. In it the forgetful
functor | | is the one described in proposition 15.4.14.

15.5.11. Proposition. Let A be a unital C∗-algebra, G be an Abelian group, and ν : P∞(A)→ |G|
be a semigroup homomorphism that satisfies

(a) ν(0A) = 0G and
(b) if p ∼h q in Pn(A) for some n, then ν(p) = ν(q).

Then there exists a unique group homomorphism ν̃ : K0(A) → G such that the following diagram
commutes.

P∞(A) |K0(A)|
[ ] //P∞(A)

|G|

ν

$$

|K0(A)|

|G|

|ν̃|

��

K0(A)

G

ν̃

��

Hint for proof . Let τ : D(A) → K0(A) : [p ]D 7→ ν(p). Verify that τ is well-defined and that it
is a semigroup homomorphism. Then use proposition 15.4.14.
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15.5.12. Definition. A ∗ -homomorphism φ : A→ B between C∗-algebras extends, for every n ∈
N, to a ∗ -homomorphism φ : Mn(A)→Mn(B) and also (since ∗ -homomorphisms take projections
to projections) to a ∗ -homomorphism φ from P∞(A) to P∞(B). For such a ∗ -homomorphism φ
define

ν : P∞(A)→ K0(B) : p 7→ [φ(p)] .

Then ν is a semigroup homomorphism satisfying conditions (a) and (b) of proposition 15.5.11
according to which there exists a unique group homomorphism K0(φ) : K0(A)→ K0(B) such that
K0(φ)

(
[p ]
)

= ν(p) for every p ∈ P∞(A).

15.5.13. Proposition. The pair of maps A 7→ K0(A), φ 7→ K0(φ) is a covariant functor from the
category of unital C∗-algebras and ∗ -homomorphisms to the category of Abelian groups and group
homomorphisms. Furthermore, for all ∗ -homomorphisms φ : A → B between unital C∗-algebras
the following diagram commutes.

K0(A) K0(B)
K0(φ)

//

P∞(A)

K0(A)

[ ]

��

P∞(A) P∞(B)
φ // P∞(B)

K0(B)

[ ]

��

15.5.14. Notation. For C∗-algebras A and B let Hom(A,B) be the family of all ∗ -homomorphisms
from A to B.

15.5.15. Definition. Let A and B be C∗-algebras and a ∈ A. For φ, ψ ∈ Hom(A,B) let

da(φ, ψ) = ‖φ(a)− ψ(a)‖ .

Then da is a pseudometric on Hom(A,B). The topology generated by the family {da : a ∈ A} is
the point-norm topology on Hom(A,B). (For each a ∈ A let Ba be the family of open balls
in Hom(A,B) generated by the pseudometric da. The family

⋃
{Ba : a ∈ A} is a subbase for the

point-norm topology.)

15.5.16. Definition. Let A and B be C∗-algebras. We say that ∗ -homomorphisms φ, ψ : A→ B
are homotopic, and write φ ∼h ψ, if there exists a function

c : [0, 1]×A→ B : (t, a) 7→ ct(a)

such that

(a) for every t ∈ [0, 1] the map ct : A→ B : a 7→ ct(a) is a ∗ -homomorphism,
(b) for every a ∈ A the map c(a) : [0, 1]→ B : t 7→ ct(a) is a (continuous) path in B,
(c) c0 = φ, and
(d) c1 = ψ.

15.5.17. Proposition. Two ∗ -homomorphisms φ0, φ1 : A→ B between C∗-algebras are homotopic
if and only if there exists a point-norm continuous path from φ0 to φ1 in Hom(A,B).

15.5.18. Definition. We say that C∗-algebras are homotopically equivalent if there exist ∗ -
homomorphisms φ : A→ B and ψ : B → A such that ψ ◦φ ∼h idA and φ ◦ψ ∼h idB. A C∗-algebra
is contractible if it is homotopically equivalent to {0}.

15.5.19. Proposition. Let A and B be unital C∗-algebras. If φ ∼h ψ in Hom(A,B), then K0(φ) =
K0(ψ).

15.5.20. Proposition. If unital C∗-algebras A and B are homotopically equivalent, then K0(A) ∼=
K0(B).
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15.5.21. Proposition. If A is a unital C∗-algebra, then the split exact sequence

0 //A
ι // Ã

Q //oo
ψ
C // 0 (15.2)

(see 12.3.12, Case 1, item (7) ) induces another split exact sequence

0 //K0(A)
K0(ι) //K0(Ã)

K0(Q) //oo
K0(ψ)

K0(C) // 0 . (15.3)

Hint for proof . Define two additional functions

µ : Ã→ A : a+ λj 7→ a

and
ψ′ : C→ Ã : λ 7→ λj .

Then verify that

(a) µ ◦ ι = idA,
(b) ι ◦ µ+ ψ′ ◦Q = id

Ã
,

(c) Q ◦ ι = 0, and
(d) Q ◦ ψ = idC.

15.5.22. Example. For every n ∈ N, K0(Mn) ∼= Z.

15.5.23. Example. If H is a separable infinite dimensional Hilbert space, then K0(B(H)) ∼= 0.

15.5.24. Definition. Recall that a topological space X is contractible if there is a point a in
the space and a continuous function f : [0, 1] ×X → X such that f(1, x) = x and f(0, x) = a for
every x ∈ X.

15.5.25. Example. If X is a contractible compact Hausdorff space, then K0(C(X)) ∼= Z.

15.6. K0(A)—the Nonunital Case

15.6.1. Definition. Let A be a nonunital C∗-algebra. Recall that the split exact sequence (15.2)
for the unitization of A induces a split exact sequence (15.3) between the corresponding K0 groups.
Define

K0(A) = ker(K0(π)) .

15.6.2. Proposition. For a nonunital C∗-algebra A the mapping [ ] : P∞(A) → K0(Ã) may be
regarded as a mapping from P∞(A) into K0(A).

15.6.3. Proposition. For both unital and nonunital C∗-algebras the sequence

0 //K0(A) //K0(Ã) //K0(C) // 0

is exact.

15.6.4. Proposition. For both unital and nonunital C∗-algebras the group K0(A) is (isomorphic
to) ker(K0(π)).

15.6.5. Proposition. If φ : A → B is a ∗ -homomorphism between C∗-algebras, then there exists
a unique ∗ -homomorphism K0(φ) which makes the following diagram commute.

K0(B) K0(B̃)//

K0(A)

K0(B)

K0(φ)

��

K0(A) K0(Ã)// K0(Ã)

K0(B̃)

K0(φ̃)

��

K0(B̃) K0(C)
K0(πB)

//

K0(Ã)

K0(B̃)

K0(Ã) K0(C)
K0(πA) // K0(C)

K0(C)
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15.6.6. Proposition. The pair of maps A 7→ K0(A), φ 7→ K0(φ) is a covariant functor from the
category CSA of C∗-algebras and ∗ -homomorphisms to the category of Abelian groups and group
homomorphisms.

In propositions 15.5.19 and 15.5.20 we asserted the homotopy invariance of the functor K0 for
unital C∗-algebras. We now extend the result to arbitrary C∗-algebras.

15.6.7. Proposition. Let A and B be C∗-algebras. If φ ∼h ψ in Hom(A,B), then K0(φ) = K0(ψ).

15.6.8. Proposition. If C∗-algebras A and B are homotopically equivalent, then K0(A) ∼= K0(B).

15.6.9. Definition. Let π and λ be the ∗ -homomorphisms in the split exact sequence (15.2) for

the unitization of as C∗-algebra A. Define the scalar mapping s : Ã → Ã for Ã by s := λ ◦ π.

Every member of Ã can be written in the form a + α1
Ã

for some a ∈ A and α ∈ C. Notice that

s(a + α1
Ã

) = α1
Ã

and that x − s(x) ∈ A for every x ∈ Ã. For each natural number n the scalar

mapping induces a corresponding map s = sn : Mn(Ã) → Mn(Ã). An element x ∈ Mn(Ã) is a

scalar element of Mn(Ã) if s(x) = x.

15.6.10. Proposition (Standard Picture of K0(A) for arbitrary A). If A is a C∗-algebra, then

K0(A) = { [p ]− [s(p)] : p, q ∈ P∞(Ã)} .

15.7. Exactness and Stability Properties of the K0 Functor

15.7.1. Definition. A covariant functor F from a category A to a category B is split exact if it
takes split exact sequences to split exact sequences. And it is half exact provided that whenever
the sequence

0 //A1
j //A2

k //A3
// 0

is exact in A, then

F (A1)
F (j) // F (A2)

F (k) // F (A3)

is exact in B.

15.7.2. Proposition. The functor K0 is half exact.

15.7.3. Proposition. The functor K0 is split exact.

15.7.4. Proposition. The functor K0 preserves direct sums. That is, if A and B are C∗-algebras,
then K0(A⊕B) = K0(A)⊕K0(B).

15.7.5. Example. If A is a C∗-algebra, then K0(Ã) = K0(A)⊕ Z.

Despite being both split exact and half exact the functor K0 is not exact. Each of the next two
examples is sufficient to demonstrate this.

15.7.6. Example. The sequence

0 // C0

(
(0, 1)

) ι // C
(
[0, 1]

) ψ // C⊕ C // 0

where ψ(f) =
(
f(0), f(1)

)
, is clearly exact; but K0(ψ) is not surjective.

15.7.7. Example. If H is a Hilbert space the exact sequence

0 // K(H)
ι //B(H)

π //Q(H) // 0

associated with the Calkin algebra Q(H) is exact but K0(ι) is not injective. (This example requires
a fact we have not derived: K0(K(H)) ∼= Z, for which see [40], Corollary 6.4.2.)

Next is an important stability property of the functor K0.

15.7.8. Proposition. If A is a C∗-algebra, then K0(A) ∼= K0(Mn(A)).
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∐
Aλ (coproduct), 36∏
Sλ (Cartesian product), 33

Aop (opposite algebra of A), 141
fn ↓ g (ptws) (pointwise monotone convergence), 26
fn ↑ g (ptws) (pointwise monotone convergence), 26

fλ
w∗ // g (weak star convergence), 71

xλ
w // a (weak convergence), 71

S
α // T (morphism in a category), 19

B→ a (convergence of a filterbase), 94
lim−→Ai (inductive limit), 103

fn → g (ptws) (pointwise convergence), 26
fn → g (unif) (uniform convergence), 26
xλ → a (convergence of nets), 40

xn
w // a (weak sequential convergence), 79

Tλ → S, 80

Tλ
SOT // S, 80

Tλ
WOT // S, 80

V/M (quotient of V by M), 31
[p ]D + [q ]D (addition in D(A)), 154
a ◦ b (operation in an algebra), 126
f ∗ g (convolution of two functions), 109
u ∗ φ (convolution of a distribution and a test

function), 109
u ∗ v (convolution of two distributions), 110
AB (span of products of elements), 145
βα (notation for composition of morphisms), 19
fu (product of a smooth function with a

distribution), 108
	 (direct difference), 63
⊕ (direct sum), 7, 33, 34, 129
a⊕ b (an element of A⊕B), 129
],

⊎
(disjoint union), 36

A ./ C (unitization of an algebra), 125
X ≈ Y (X and Y are homeomorphic), 117
p g q (supremum of projections), 63
p f q (infimum of projections), 63
p ⊥ q (orthogonality of projections), 63
(a, b) ∼ (c, d) (Grothendieck equivalence), 155
p ∼ q (Murray-von Neumann equivalence), 151, 154
φ ∼h ψ (homotopy of ∗ -homomorphisms), 158
p ∼h q (homotopy of points), 150
a ∼s b (similarity of elements of an algebra), 150
p ∼st q (stable equivalence), 157
a ∼u b (unitary equivalence), 150

A ≺ B (A ⊆ B◦), 100

< (notation for a strict ordering), 40
≤ (notation for a partial ordering), 40, 133
4 (subspace of a Banach or Hilbert space), 45, 72
a ≤ b (order relation in a C∗-algebra), 133
f 4 g (g is an extension of f), 67
p � q (ordering of projections in a ∗ -algebra), 63
x ⊥ y (orthogonal vectors), 13
〈a, b〉 (pair in Grothendieck construction), 155
〈x, y〉 (inner product), 10
〈x | y〉 (inner product), 141
[a, b] (closed segment in a vector space), 27
[p ] (image under the Grothendieck map of [p ]D), 157
[p]D (∼ equivalence class of p), 154
|a| (absolute value in a C∗-algebra), 134
s(x, y) (semi-inner product), 10
∗ -algebra, 60

quotient, 65
∗ -homomorphism, 60

homotopy of, 158
unital, 60
∗ -ideal, 65
∗ -isomorphism, 60
∗ -subalgebra (self-adjoint subalgebra), 61∑
A (sum of a set of vectors), 43∑
i∈I xi (sum of an indexed family), 43

p⊕ q (binary operation in P∞(A)), 154

J⊥ (annihilator of J), 145
f←(B) (preimage of B under f), 22
f→(A) (image of A under f), 22
|A| (underlying set of the object A), 20
|A| (the forgetful functor acting on A), 22
[x] (equivalence class containing x), 31
‖x‖ (norm of x), 12
‖ ‖1 (1-norm), 25, 28, 34, 109
‖ ‖2 (Euclidean norm or 2-norm), 34
‖ ‖∞ (uniform norm), 25, 28
‖ ‖u (uniform norm), 25, 34

f̂ (Fourier transform of f), 109
û (Fourier transform of u), 113

f̃ (regular distribution associated with f), 105
â (Gelfand transform of a), 118

Ã (unitization of a C∗-algebra A), 131

Ã (unitization of a Banach algebra A), 126

B 7→ B, T 7→ T (the functor), 73

A⊥ (orthogonal complement), 14

M⊥ (annihilator of a set), 71

T# (vector space adjoint), 23

163
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V # (algebraic dual space), 15
α−1 (inverse of a morphism α), 21
a′ (quasi-inverse of an algebra element a), 126
u′ (derivative of a distribution u), 106
fα (multi-index notation for differentiation), 100
uα (multi-index notation for differentiation), 107
A+ (positive cone), 133
V + (positive cone in an ordered vector space), 133
c+ (positive part of c), 133
c− (negative part of c), 133
A∗ (set of complex conjugates of A ⊆ C), 91
S∗ (set of adjoints of elements of S), 61
T ∗ (Hilbert space adjoint), 57
T ∗ (inner product space adjoint), 15
T ∗ (normed linear space adjoint), 69
V ∗ (dual space of a normed linear space), 35, 69
τ? (conjugate of τ), 137
F⊥ (pre-annihilator of a set), 71∨
A (closed linear span of A), 45

AbGp
the category, 20

absolute
convergence, 43

absolute value
in a C∗-algebra, 134

absolutely
continuous functions

Hilbert space of, 39
convergent series, 28
summable, 43
AC(T) (absolutely convergent Fourier series, 120
absolutely convergent, 120
absolutely summable

bilateral sequence, 116
absorb, 93
absorbing, 93
abstract

spectral theorem, 122
abstract view of projections, 62
addition

continuity of, 34
on the Grothendieck group, 155

additive
inverses, 5

adjoint, 60, 143
as a functor on HSp, 59
formal, 111
inverse of an, 60
of a linear map

between Hilbert spaces, 57
between normed linear spaces, 69

of a multiplication operator, 58
of an integral operator, 58
of an inverse, 60
of an operator on an inner product space, 15
of the unilateral shift, 57
vector space, 23

adjointable, 143
Alaoglu’s theorem, 72
ALG

the category, 20
algebra, 20
C∗-, 82
Banach, 39
commutative, 20
homomorphism, 20

unital, 20
multiplier, 147
normed, 35
opposite, 141
quotient, 65
simple, 65
unital, 20
unital normed, 35
with involution, 60

algebraic
dual space, 15

A-linear, 142
A-module, 141

Hilbert, 142
A as a, 142

inner product, 142
morphism, 142
pre-Hilbert, 142
semi-inner product, 142

analytic, 90
annihilator, 71, 145
anti-isomorphism, 141
antihomomorphism, 141
approximate

identity, 135
existence of an, 135
sequential, 135

unit, 135
approximate point spectrum, 91
arrow, 19

universal, 52
associative, 5
A-valued (semi-)inner product, 142

Br(a), Br (open ball of radius r), 26
Bp,ε, Bp (open semiball determined by p), 98
B(S)

as a normed algebra, 35
as a normed linear space, 25
bounded functions on S, 25
B(S, V )

as a normed linear space, 25
Bounded V -valued functions on S, 25

B(V )
as a C∗-algebra, 83
as a unital algebra, 88
as a unital Banach algebra, 82
as a unital normed algebra, 35
operators, 29

B(V,W )
as a Banach space, 30
as a normed linear space, 30
bounded linear maps, 29

balanced, 93
hull, 93
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BALG
products and coproducts in, 89
quotients in, 77
the category, 89

ball
closed, 26
open, 26

BAN∞
quotients in, 76
the category, 73

Banach
algebra, 39

B(B) as a, 82
coproduct, 89
direct sum, 89
homomorphism, 89
product, 89
quotient, 77

space, 39
C0(X) as a, 74
L1(R) as a, 108
B(V,W ) as a, 30
M(X) as a, 75
c as a, 74
c0 as a, 74
l1 as a, 74
quotient, 73

base
for a filter, 94
for a topology, 40
for neighborhoods of a point, 41
local, 95

basic
neighborhoods, 41
open sets, 40

basis
for a Hilbert space, 47
Hamel, 6
orthonormal, 47

Bessel’s inequality, 47
bijective morphisms

are invertible
in ∗ -algebras, 60
in BAN1, 76
in CSA, 82
in LAT, 21
in SET, 21

need not be invertible
in POSET, 21

bilinear, 141
Bohnenblust-Sobczyk-Suhomlinov theorem, 67
bounded

away from zero, 59, 76
below, 59, 76
linear functionals, 35
linear map, 29, 96
net in R, 42
pointwise, 78
sesquilinear functional, 57
set in a TVS, 96

totally, 81
uniformly, 78
weakly, 80

set in a normed linear space, 79
boundedness

principle of uniform, 79

Cr(a), Cr (closed ball of radius r), 26
Cp,ε, Cp (closed semiball determined by p), 98
C

as a C∗-algebra, 82
field of complex numbers, 5
C (the functor), 23, 118
C(X)

as a C∗-algebra, 82
as a normed linear space, 12
as a unital algebra, 88
as a vector space, 35
continuous complex valued functions on X, 12
C([a, b])

as an inner product space, 11
C∞(Ω)

infinitely differentiable functions, 100
C∞c (Ω)

infinitely differentiable functions with compact
support, 100

C0(X)
as a C∗-algebra, 83
as a Banach space, 74
as a nonunital algebra, 88
dual of, 75
space of continuous functions which vanish at

infinity, 74
Cb(X)

as a normed algebra, 35
as a normed linear space, 12, 35
continuous bounded functions on X, 35

c
as a Banach space, 74
convergent sequences, 74

c0
as a Banach space, 74
sequences which converge to zero, 74

C∗-algebra, 82
L∞(S) as a, 83
C as a, 82
Mn(A) as a, 153
C(X) as a, 82
C0(X) as a, 83
B(H) as a, 83
direct sum of, 129
generated by a set, 122
Mn as a, 83

C∗-condition, 82
C∗-norm, 82
C∗-subalgebra, 82
C∗(S) (C∗-subalgebra generated by S), 122
calculus

functional, 122
cancellable

left, 21
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right, 21
cancellation property, 155
Cartesian product, 33
category, 19

ALG as a, 20
AbGp as a, 20
BALG as a, 89
BAN∞ as a, 73
CSA as a, 82
HSp1 as a, 55
HSp as a, 55
LAT as a, 21
NLS∞ as a, 29
NLS1 as a, 29
SET as a, 20
TOP as a, 20
TVS as a, 94
VEC as a, 20
concrete, 20
geometric, 29, 55
topological, 29, 55

Cauchy
filter, 97
sequence

weak, 79
chain, 40
character, 115

space, 116
of C(X), 117
of l1(Z), 116

chord, 56
classical solution, 111
closed

ball, 26
graph theorem, 77
inverse, 136
linear span, 45
range

operator without, 58
segment, 27
semiball, 98
weakly, 50

closure
characterization of by nets, 43

cluster point
of a net, 40

co(A) (convex hull of A), 27
codimension, 7, 49
cokernel, 74
cokerT (the cokernel of T ), 74
combination

convex, 27
linear, 6

commutative, 6
algebra, 20

compact
linear map, 81
relatively, 81
weakly, 50

compacta

topology of uniform convergence on, 95, 100
compactification, 146

essential, 146
comparable, 40
compatibility

of orderings with operations, 133
compatible, 94
complement

of a Banach subspace, 78
of a vector subspace, 7
orthogonal, 14

complemented subspace, 78
complete

order, 22
orthonormal set, 47
product, 33
topological vector space, 97
weakly, 79

completion
of a metric space, 51

components
path, 150

compression spectrum, 91
concrete category, 20
cone, 84, 133

positive, 133
proper, 84, 133

conjugate
linear, 11, 57

connected
by a path, 150

connecting morphisms, 103
construction

Gelfand-Naimark-Segal, 138
continuity

characterization by nets, 43
of addition, 34
of norms, 26
of scalar multiplication, 34

continuous
linear functionals, 35
weakly, 50, 81

continuously differentiable, 77
contractible
C∗-algebras, 158
topological space, 159

contractive, 29, 89
contravariant functor, 22
conventions
A is a subset of A⊕B, 144
about sesquilinear, 141
all operators are bounded and linear, 29, 55
essentially unique means unique up to

isomorphism, 33
ideals are two-sided, 65
in an algebra AB denotes the span of products, 145
in chapter 11 and those following scalars are

complex, 115
in chapter 8 scalars are complex, 87
notation for composition
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of morphisms, 19
on choice of product norm, 34
on normed spaces strong topology refers to the

norm topology, 81
projections in Hilbert spaces are orthogonal, 62
representations of unital C∗-algebras are unital,

138
subspaces of Banach spaces are closed, 72
subspaces of Hilbert spaces are closed, 45
subspaces of topological vector spaces are closed, 97
vector spaces are complex or real, 5

convergence
absolute, 43
in norm, 50
of a filter, 94
of a filterbase, 94
of a series, 44
of infinite series, 42, 43
of nets, 40
pointwise, 26
strong, 50
uniform, 26

on compacta, 95, 100
weak, 50, 79

convergent
absolutely, 28
series, 28

convex
combination, 27
hull, 27
locally, 98
set, 27

convolution
in l1(Z), 116
of a distribution and a test function, 109
of two distributions, 110
of two functions, 109

coordinate
projections, 33

coproduct, 36
in BALG, 89
in SET, 36
in VEC, 36
in a category, 36
uniqueness of, 36

covariant functor, 21
CSA

products in, 129
quotients in, 135
the category, 82, 129

C∗-algebra
L(V ) as a, 143

C∗-embedding, 146
curve, 56
cyclic

representation, 138
vector, 138

Dα (multi-index notation for differentiation), 100,
107

Du (derivative of a distribution u), 106

D (closed unit disk in C), 93
D(A) (set of equivalence classes of projections), 154
D(Ω)

space of test functions; infinitely differentiable
functions with compact support, 100

D∗(Ω) (space of distributions on Ω), 105
decomposition

Jordan, 133
polar, 150

∆ (the functor), 118
∆(A)

character space of A, 115
δa, δ (Dirac distribution), 106
dependent, 6
derivative

of a distribution, 106
derivatives

functions with rapidly decreasing, 101
diag(α1, α2, . . . ) (diagonal operator), 58
diagonal, 42

operator, 7, 58
spectral parts of, 92

diag(a1, . . . , an) (diagonal matrix in Mn(A)), 152
diagonalizable

operator, 7
part, 10
unitarily, 16

differentiable
continuously, 77

differential
equation, 111
operator, 111

differential operator
acting on a distribution, 107
acting on smooth functions, 100

dimension, 48
dipole, 107
Dirac

distribution, 106
measure, 106

direct
limit, 103
product, 34
sum, 36

extension, 129
external, 14
internal, 7
of C∗-algebras, 129
of Banach algebras, 89
of Hilbert space operators, 139
of Hilbert spaces, 39, 45, 139
of inner product spaces, 14
of normed linear spaces, 34
of representations, 139
of vector spaces, 33
orthogonal, 13

directed
set, 40
system, 103

disjoint
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union, 36
dist(y,M) (the distance between y and M), 68
distribution, 105

derivative of a, 106
Dirac, 106
Heaviside, 106
regular, 105
singular, 105
tempered, 113

distributional solution, 111
dominate, 67
dual

algebraic, 15
norm, 35
of C0(X), 75
of c, 74
of c0, 74
second, 69
space, 35, 69
topological, 35

eigenspace, 8
eigenvalue, 8, 91
eigenvector, 8
embedding
C∗-algebraic, 146
natural, 69
topological, 146

E
MN

(projection along M onto N), 8
entire, 90
epic, 21
epimorphism, 21
equation

differential, 111
equivalence

homotopy
of ∗ -homomorphisms, 158
of points, 150

Murray-von Neumann, 151, 154
implementation of, 151

natural, 69
stable, 157
strong

of extensions, 129
equivalent

norms, 28
induce identical topologies, 28

unitarily, 16, 58
essential

compactification, 146
ideal, 145
unitization, 146

maximal, 147
essentially

unique, 33
Euclidean

norm
on Kn, 25
on the product of two normed spaces, 34

evaluation
functional, 116

map, 69
maps, 33

E
X

evaluation map, 117
E
X
x or Ex (evaluation functional at x), 116

evaluation map, 117
eventually, 15, 40
exact

functor, 73
sequence, 72

split, 129
extension, 129

direct sum, 129
strong equivalence of, 129

external
direct sum, 14, 129
othogonal direct sum, 45

F(S, V ) (V -valued functions on S), 25
F(f) (Fourier transform of f), 109
F(u) (Fourier transform of u), 113
faithful representation, 138
filter

Cauchy, 97
convergence of a, 94
generated by a filterbase, 94
generated by a net, 94
neighborhood, 93
on a set, 93

filterbase, 94
convergence of a, 94
for a filter, 94

FinA (family of finite subsets of a set A), 42
final

projection, 149
space, 150

finite
dimensional normed linear spaces, 31
rank, 64
support, 15

first isomorphism theorem, 32
five lemma, 73
forgetful functor, 22
form

quadratic, 56
formal adjoint, 111
Fourier

coefficient, 120
expansion, 47
inversion formula, 112
series, 120

absolutely convergent, 120
transform, 109, 113

on L1([−π, π]), 120
FR(V ) (operators of finite rank on V ), 64
Fréchet space, 100
Fraktur fonts, 3
frequently, 15, 40
function

evaluation at a point, 33
Heaviside, 106



INDEX 169

functional
bounded linear, 35
bounded sesquilinear, 57
calculus, 122
continuous linear, 35
linear, 15
Minkowski, 98
sesquilinear, 57

functions
rapidly decreasing, 101

functor
K0, 160
∆ as a, 118
C as a, 118
adjoint, 59
contravariant, 22
covariant, 21
exact, 73
forgetful, 22
Grothendieck, 156
half exact, 160
power set, 22
second dual

for normed linear spaces, 69
split exact, 160
the natural embedding as a, 69

fundamental
theorem of linear algebra, 15

G(S) (Grothendieck group of S), 155
Γ
A

, Γ (Gelfand transform), 118
γ
S

(Grothendieck map), 155
Gelfand

topology, 116, 128
transform

of an element, 118
on a Banach algebra, 118

Gelfand-Mazur theorem, 90
Gelfand-Naimark

theorem I, 122
Theorem II, 131
Theorem III, 139

Gelfand-Naimark-Segal construction, 138
generalized solutions, 111
geometric category, 29
Gram-Schmidt orthonormalization, 14
Greek letters, 2
Grothendieck

construction
functorial property of, 156

group, 155
map, 155

naturality of, 156
universal property of, 156

group
Grothendieck, 155

H(A) (self-adjoint elements of a ∗ -algebra), 61

H̃ (Heaviside distribution), 106
Hahn-Banach theorem, 67, 68
half exact functor, 160

Hamel basis, 6
Hausdorff, 41
Heaviside

distribution, 106
function, 106

hereditary, 136
Hermitian

element, 61
linear functional, 137
operator, 16

Hilbert
A-module, 142
A as a, 142
morphism, 142

-Schmidt operator, 84
space, 39
L2(S, µ) as a, 39
Kn as a, 39
l2 as a, 39
basis for, 47
direct sum, 45
direct sum of Hilbert spaces as a, 39
of absolutely continuous functions, 39

Hom(A,B) (set of ∗ -homomorphisms between
C∗-algebras), 158

homomorphism
lattice, 21
of algebras, 20

unital, 20
of Banach algebras, 89

homotopic
∗ -homomorphisms, 158
equivalence

of ∗ -homomorphisms, 158
points in a topological space, 150

homotopy
invariance of K0, 158

HS(H) (Hilbert-Schmidt operators on H), 84
HSp

adjoint functor on, 59
isomorophisms in, 55
the category, 55

HSp1

isomorophisms in, 55
the category, 55

hull
balanced, 93
convex, 27

Ic, 144
ideal
∗ -, 65
essential, 145
in C(X), 115
in an algebra, 65
left, 65
left modular, 127
left regular, 127
maximal, 65
minimal, 65
modular, 127
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principal, 65, 144
proper, 65
right, 65
right modular, 127
right regular, 127
trivial, 65

idempotent, 8, 88, 115
identity

additive, 5
approximate, 135
left

modulo an ideal, 127
with respect to an ideal, 127

operator, 30
right

modulo an ideal, 127
with respect to an ideal, 127

idV or IV or I (identity operator), 6
image, 22
implementation of Murray-von Neumann equivalence,

151
increasing

net in R, 42
independent, 6
induced

partial ordering, 133
inductive

limit, 103
strict, 104
topology, 104

sequence
strict, 104

inequality
Schwarz, 11, 137

infimum
of projections in a ∗ -algebra, 63

infinite series
convergence of an, 42
in a normed linear space, 44
partial sum of an, 42, 43
sum of an, 42, 44

initial
projection, 149
space, 150

inner product, 10
A-module, 142
A-valued, 142
preserving, 55
space, 10
Kn as a, 11
C([a, b]) as a, 11
l2 as a, 11
lc as a, 15

integrable, 108
locally, 105
Riemann, 41

integral
operator, 58, 82

adjoint of an, 58
kernel of a, 58

Riemann, 41
interior

characterization of by nets, 43
internal

direct sum
in vector spaces, 7

orthogonal direct sum, 13
invariant

under translation, 99
inverse

additive, 5
adjoint of an, 60
closed, 136
left, 21
of a morphism, 21
of a product, 87
of an absolute value, 134
of an adjoint, 60
of an inverse, 87
right, 21

inverses
difference of, 87

invertible
bounded linear map, 55
in an algebra, 87
left

in an algebra, 87
linear map, 6
morphism, 21
right

in an algebra, 87
invA (invertible elements in an algebra), 87
involution, 60

is an isometry, 121
isometric

isomorphism, 29
isometry, 55

in a unital C∗-algebra, 151
isomorphic, 20
isomorphism

between Hilbert spaces, 55
in a category, 21
in the category HSp1, 55
in the category HSp, 55
isometric, 29
of algebras, 20
of vector spaces, 6

JC (continuous functions vanishing on C), 115
Jc (principal (closed) ideal containing c), 144
j ( = 1Ã − 1A), 130
Jordan decomposition, 133

K (field of real or complex numbers), 5
Kn

as a Hilbert space, 39
as a normed linear space, 25
as an inner product space, 11

K(V )
as a proper closed ideal, 82
family of compact operators, 81
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K(V,W )
family of compact linear maps, 81

K(V,W ), K(V ), 143
K0

as a covariant functor, 160
homotopy invariance of, 158
universal property of, 157

K0(A)
for nonunital A, 159
for unital A, 157
is 0 when A = B(H), 159
is Z when A = C(X), X contractible, 159
is Z when A = Mn, 159

K0(φ)
nonunital case, 159
unital case, 158

kernel
left, 138
of a linear map, 6
of an algebra homomorphism, 20
of an integral operator, 58

L2(S, µ)
as a Hilbert space, 39
classes of square integrable functions, 39

Lf (regular distribution associated with f), 105
L2(S, µ)

square integrable functions, 39
L1(R)

as a Banach space, 108
space of Lebesgue integrable functions, 108

L∞(S)
as a C∗-algebra, 83

Lloc
1 (Ω)
locally integrable functions on Ω, 105

L(V )
as a C∗-algebra, 143

L(V,W ), L(V ) (adjointable maps), 143
l1

absolutely summable sequences, 28
as a Banach space, 74
as a normed linear space, 28
as the dual of c, 74
as the dual of c0, 74

l2
as a Hilbert space, 39
as an inner product space, 11
square summable sequences, 11

l∞
as a normed linear space, 25
bounded sequences, 25

lc
as a vector space, 15
as an inner product space, 15
sequences which are eventually zero, 15

Λ (members of A+ in the open unit ball), 135
LAT

bijective morphism in, 21
the category, 21

lattice, 21
homomorphism, 21

Lebesgue integrable, 108
left

cancellable, 21
ideal, 65
inverse

of a morphism, 21
kernel, 138
multiplication operator, 128

length, 12
LF -space, 104
limit

direct, 103
inductive, 103

topology, 104
of a filterbase, 94
of a net, 40
pointwise, 26
strict inductive, 104
uniform, 26

linear
A-, 142
combination, 6

trivial, 6
conjugate, 11, 57
dependence, 6
functional, 15

bounded, 35
continuous, 35
Hermitian, 137
multiplicative, 115
positive, 137

independence, 6
map, 6

adjoint of a, 57, 69
bounded, 29
compact, 81
weak continuity of a, 81

ordering, 40
sesqui-, 11
span

closed, 45
Liouville’s theorem, 90
local

base, 95
convexity, 98

locally
convex space, 98
integrable, 105

Mφ (multiplication operator), 58
Mn(A)
n× n matrices of elements of an algebra, 88
as a C∗-algebra, 153
as an algebra, 88
M(S, µ) (equivalence classes of measurable

functions), 39
Mn = Mn(C)
n× n matrices of complex numbers, 88
as a C∗-algebra, 83
as a unital algebra, 88

M(X)
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as a Banach space, 75
m (normalized Lebesgue measure), 108
Mn,m(A) (matrices with entries from A), 154
M(A) (multiplier algebra of A), 147
map

morphism, 21
object, 21

mapping
diagram

universal, 52
universal, 52

matrices
similar, 83

matrix
representation, 7
trace of a, 83

maximal
essential unitization, 147

MaxA
homeomorphic to ∆(A), 117
set of maximal ideals in an algebra, 65

maximal ideal, 65
space, 117

for L1(R), 120
of C(X), 117
of l1(Z), 116

measurable, 39
measure

Dirac, 106
metric

induced by a norm, 13
space

completion of a, 51
metrizable, 99
minimal ideal, 65
minimizing vector theorem, 45
Minkowski

functional, 98
modular

ideal, 127
left ideal, 127
right ideal, 127

module, 141
inner product A-, 142
morphism, 142
pre-Hilbert A-, 142
semi-inner product A-, 142

monic, 21
monoid, 21
monomorphism, 21, 119
morphism

connecting, 103
Hilbert A-module, 142
map, 21
of a category, 19
universal, 52

µ
N

(Minkowski functional for N), 98
µa (Dirac measure concentrated at a), 106
multi-index, 100
multi-index notation, 100

multiplication
of a distribution by a smooth function, 108

multiplication operator
adjoint of a, 58
on L2(S, µ), 58
spectral parts of, 92

multiplicative
linear functional, 115

multiplier algebra, 147
Murray-von Neumann equivalence, 151, 154

implementation of, 151

N(A) (normal elements of a ∗ -algebra), 61
Na (neighborhood filter at a), 93
natural

embedding
as a functor, 69
for normed linear spaces, 69

equivalence, 69
transformation, 69

Grothendieck map is a, 156
negative

part
of a self-adjoint element, 133

neighborhood, 40
base for, 41
basic, 41
filter at a point, 93

net, 40
based on a filter base, 94
bounded, 42
cluster point of a, 40
convergence of a, 40
generated by a filter base, 94
increasing, 42
limit of a, 40
universal, 72

Neumann series, 89
nilpotent, 10, 115

part, 10
NLS1

the category, 29
NLS∞

products in, 34
the category, 29

nondegenerate
∗ -homomorphism, 147
representation, 138

norm, 12
1- (of a sequence), 28
1- (on Kn), 25
1- (on the product of normed spaces), 34
2- (on the product of normed spaces), 34
C∗-, 82
continuity of, 26
convergence, 50
dual, 35
equivalent, 28
Euclidean

on Kn, 25
on the product of normed spaces, 34
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of a bounded linear map, 30
of a bounded sesquilinear functional, 57
preserving, 55
product, 34
quotient, 32
uniform, 12

on Kn, 25
on l∞, 25
on the product of normed spaces, 34
on B(S), 25
on B(S, V ), 25

uniqueness of, 131
usual

on Kn, 25
normal

element, 61
operator, 16

conditions for unitary equivalence, 16
normalized Lebesgue measure, 108
normed

algebra, 35
B(S) as a, 35
Cb(X) as a, 35
B(V ) as a, 35
unital, 35

linear space, 12
Kn as a, 25
B(S) as a, 25
B(S, V ) as a, 25
Cb(X) as a, 35
B(V,W ) as a, 30
l1 as a, 28
l∞ as a, 25
direct sum, 34
product, 34
quotient, 32

vector space, see normed linear space
numerical

radius, 61
range, 61

object
map, 21

object (of a category), 19
1-norm

of a sequence, 28
on Kn, 25
on the product of normed spaces, 34

open
ball, 26
mapping, 75

theorem, 76
semiball, 98
set

basic, 40
operator, 29, 55

compact, 81
diagonal, 7, 58

spectral parts of, 92
diagonalizable, 7
differential, 111

Hermitian, 16
Hilbert-Schmidt, 84
identity, 30
integral, 58, 82

adjoint of an, 58
left multiplication, 128
multiplication

adjoint of a, 58
on L2(S, µ), 58
spectral parts of, 92

normal, 16
of finite rank, 64
on a normed linear space, 13
on a vector space, 6
orthogonal projection, 16
positive, 61
projection, 77
self-adjoint, 16
topology

strong, 80
uniform, 80
weak, 80

trace class, 84
unilateral shift, 57

adjoint of, 57
spectral parts of, 92

unitary, 15
Volterra, 59
without closed range, 58
zero, 30

opposite algebra, 141
order

complete, 22
of a multi-index, 100

ordered
vector space, 133

ordering
linear, 40
partial, 40, 133

of projections, 63
pre-, 40, 133
total, 40

orthogonal, 13
complement, 14
direct sum

of Hilbert spaces, 45
of inner product spaces, 13, 14

Hilbert space projections, 63
projection

in an inner product space, 16
projections

in a ∗ -algebra, 63
resolution of the identity, 16

orthonormal, 47
basis, 47
set

complete, 47
orthonormalization, 14

P(A)
projections in an algebra, 62
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Pn(A), P∞(A) (projections in matrix algebras), 153
P(S) (power set of S), 22
P(H) or P(B(H))

orthogonal projections on Hilbert space, 62
parallelogram law, 14
Parseval’s identity, 47
part

diagonalizable, 10
nilpotent, 10

partial
isometry, 149

final projection of a, 149
initial projection of a, 149
range projection of a, 149
support projection of a, 149

ordering, 40, 133
induced by a proper convex cone, 133
of projections, 63

sum, 42, 43
partition

with selection, 41
path, 150

components, 150
points connected by a, 150

perpendicular, 13
φ∞ (a character on the unitization of an algebra), 128
φx, 109

φ̃ (extension of a character φ to the unitization of an
algebra), 128

πλ (coordinate projections), 33
picture (see standard picture), 157, 160
P
M

(orthogonal projection onto M), 16
point spectrum, 8, 91
point-norm topology, 158
pointwise

bounded, 78
convergence, 26
limit, 26

polar decomposition
of an invertible C∗-algebra element, 150

polarization identity, 14
polynomial

trigonometric, 47
POSET

bijective morphism in, 21
the category, 21

positive
cone, 133

in an ordered vector space, 133
element (of an ordered vector space), 133
element of a C∗-algebra, 133
linear functional, 137
operator, 61
part

of a self-adjoint element, 133
power set, 22

functor, 22
pre-annihilator, 71
pre-Hilbert
A-module, 142

preimage, 22
preordered set, 40
preordering, 40, 133
principal

ideal, 144
principal ideal, 65
principle

of uniform boundedness, 79
product

Cartesian, 33
complete, 33
direct, 34
in BALG, 89
in CSA, 129
in NLS∞, 34
in SET, 33
in VEC, 33, 34
in a category, 32, 33
inner, 10
norm, 34
of normed linear spaces, 34
semi-inner, 10
topology, 50
uniqueness of, 33

projection, 62
final, 149
in a ∗ -algebra, 62
in a Banach space, 77
in a vector space, 8
initial, 149
onto coordinates, 33
orthogonal, 16, 63
range, 149
support, 149

projections
difference of, 63
infimum of, 63
ordering of, 63
orthogonality of two, 63
product of, 63
sum of, 63
supremum of, 63

proper
cone, 84, 133
ideal, 65

Pythagorean theorem, 13

QT (quadratic form associated with T ), 56
QA (quasi-invertible elements, 126
q-spectrum, 127
quadratic form, 56
quasi-inverse, 126
quasinilpotent, 119
quotient
∗ -algebra, 65
C∗-algebra, 135
algebra, 65
Banach algebra, 77
Banach space, 73
map, 31

for algebras, 65
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for vector spaces, 32
in BAN∞, 76
in TOP, 31
in VEC, 31

norm, 32
normed linear space, 32
object, 31
theorem

for BALG, 77
for CSA, 135
for NLS∞, 32
for TVS, 97
for VEC, 32

topological vector space, 97
topology, 97
vector space, 31

R
field of real numbers, 5

<(z) (the real part of z ∈ C), 68
radius

numerical, 61
spectral, 90

range
numerical, 61
of a linear map, 6
projection, 149

rank, 64
rapidly decreasing functions, 101
refinement, 41
reflexive

Banach space, 70
regular

distribution, 105
left ideal, 127
right ideal, 127
topological space, 96

relatively compact, 81
representation, 137

cyclic, 138
cyclic vector for a, 138
faithful, 138
matrix, 7
nondegenerate, 138
of continuous linear functionals, 48
Riesz’s little theorem, 48

residual spectrum, 91
resolution of the identity

in vector spaces, 8
orthogonal, 16

resolvent
mapping, 90
set, 91

respects operations, 133
Riemann

integrable, 41
integral, 41
sum, 41

Riemann-Lebesgue lemma, 109
Riesz

representation theorem, 74

Riesz-Fréchet theorem, 48
finite dimensional version, 15

right
cancellable, 21
ideal, 65
inverse

of a morphism, 21

S (unilateral shift operator), 57
Sr(a), Sr (sphere of radius r), 26
S = S(Rn) (Schwartz space)

as a Fréchet space, 101
s(x, y) (semi-inner product), 10
scalar, 5

element, 160
mapping, 160
multiplication

continuity of, 34
Schwartz space, 101
Schwarz inequality, 11, 137
second

dual
functor for normed linear spaces, 69

segment, closed, 27
selection, 41
self-adjoint

element, 61
spectrum of, 121, 131

operator, 16
subalgebra, 61
subset of a ∗ -algebra, 61

semi-inner product, 10
A-module, 142
space, 10

semiball, 98
seminorm, 12

elementary properties of, 98
semisimple, 119
separating

family of functions, 119
family of seminorms, 99

separation
axiom

Hausdorff, 41
of pairs of points by a family of functions, 68
of points, 119

sequence
exact, 72
short exact, 72
split exact, 129
strict inductive, 104
summable, 44
weak Cauchy, 79
weak convergence of a, 79

sequential
approxiamte identity, 135

series
convergent, 28, 44
infinite, 42, 43
Neumann, 89
sum of a, 42, 44
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sesquilinear, 11, 141
sesquilinear functional, 57

bounded, 57
SET

bijective morphism in, 21
coproducts in, 36
products in, 33
the category, 20

set
directed, 40
underlying, 20

short exact sequence, 72
σ(X,X∗) (weak topology on X), 107
σ(X∗, X) (w∗-topology on X∗), 107
σA(a) or σ(a) (spectrum of a), 88
σc(T ) (compression spectrum of T ), 91
σp(T ) (point spectrum of T ), 91
σr(T ) (residual spectrum of T ), 91
σap(T ) (approximate point spectrum of T ), 91
similar

elements of an algebra, 150
matrices, 83
operators, 7, 92

simple
algebra, 65
curve, 56

singular
distribution, 105

smooth functions, 100
solution

classical, 111
distributional, 111
generalized, 111
weak, 111

space
LF -, 104
algebraic dual, 15
Banach, 39
character, 116
dual, 69
dual of a normed linear, 35
final, 150
Hilbert, 39
initial, 150
inner product, 10
maximal ideal, 117
normed linear, 12
of rapidly decreasing functions, 101
Schwartz, 101
semi-inner product, 10
structure, 116
support, 150
topological vector, 94

complete, 97
vector, 5

span, 6
spatial view of projections, 62
spectral

mapping theorem, 123
parts

of a diagonal operator, 92
of a multiplication operator, 92
of the unilateral shift, 92

radius, 90
formula for, 91, 126

theorem, 58
abstract, 122
for diagonalizable operators on vector spaces, 9
for normal operators on inner product spaces, 16

spectrum, 88
approximate point, 91
compression, 91
in nonunital algebras, 125
of a bounded continuous function, 88
of a complex number, 88
of a continuous function, 88
of a self-adjoint element, 121, 131
of a unitary element, 121
of an element whose square is 1, 88
of an essentially bounded function, 88
of an idempotent element, 88
point, 8, 91
q-, 127
residual, 91

sphere, 26
split exact

functor, 160
sequence, 129

square integrable, 39
square summable, 11
stable equivalence, 157
standard

picture of K0(A)
for arbitrary A, 160
when A is unital, 157

star algebra, 60
state, 137

vector, 137
Stone-Weierstrass theorem, 122
strict inductive

limit, 104
sequence, 104

strong
vs. weak topologies on normed spaces, 81
convergence, 50

of Hilbert space operators, 80
operator topology

convergence in the, 80
topology, 104

structure
space, 116

subalgebra, 20
∗ -, 61
C∗-, 82
unital, 20

subbase, 40
sublinear, 67
submultiplicative, 35
subspace

complemented, 78
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of a Banach space, 72
of a Hilbert space, 45
of a topological vector space, 97
vector, 6

sum
direct, 33, 36, 45, 129
of a summable set, 42, 43
of an indexed family, 43
of an infinite series, 42–44
partial, 42, 43
Riemann, 41

summable, 42
absolutely, 43
indexed family of vectors, 43
sequence, 44
set of vectors, 43
square, 11

suppu (support of a distribution u), 110
support

finite, 15
of a distribution, 110
of a function, 36
projection, 149
space, 150

supremum
of projections in a ∗ -algebra, 63

system
directed, 103

T ∗ (inner product space adjoint), 15
T (unit circle in the complex plane), 120
T(H) (trace class operators on H), 84
τ
V

(natural embedding of normed linear spaces), 69
τB (natural embedding of B into B∗∗), 69
tempered distribution, 113
test functions, 100
Θv,w, 143
TOP

the category, 20
topological

category, 29
dual, 35
embedding, 146
space

Hausdorff, 41
regular, 96

vector space, 94
complete, 97
quotient, 97

topology
Gelfand, 116, 128
inductive limit, 104
of uniform convergence on compacta, 95, 100
point-norm, 158
product, 50
strong, 104
strong operator, 80
uniform operator, 80
weak

vs. strong on normed space, 81
characterization of, 49

induced by a family of functions, 49
on normed linear spaces, 71

weak operator, 80
weak star, 71

total
boundedness, 81
ordering, 40
orthonormal set, 47

tr (trace), 83
trace, 83

class, 84
of a matrix, 83

transform
Fourier, 109, 113

transformation
natural, 69

translation, 27, 94
invariant, 99

trigonometric polynomial, 47
trivial

ideal, 65
linear combination, 6

TVS
the category, 94

2-norm, 34

U(A) (unitary elements of a ∗ -algebra), 61
underlying set, 20
uniform

boundedness
principle of, 79

convergence, 26
of Hilbert space operators, 80
on compacta, 95, 100

limit, 26
norm, 12

of a sequence, 28
on the product of normed spaces, 34
on B(S), 25
on B(S, V ), 25
on Kn, 25
on l∞, 25

operator topology
convergence in the, 80

uniformly
bounded, 78

unilateral shift, 57
adjoint of, 57
spectral parts of, 92

union
disjoint, 36

uniqueness
essential, 33
of norms on C∗-algebras, 131
of products, 33

unit
approximate, 135
vector, 12

unital
∗ -homomorphism, 60
algebra, 20
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algebra homomorphism, 20
normed algebra, 35
subalgebra, 20

unitary
diagonalization, 16
element, 61

spectrum of, 121
equivalence, 16, 58, 150
operator, 15

unitization, 146
essential, 146
maximal essential, 147
of a ∗ -algebra, 125
of a C∗-algebra, 131
of a Banach ∗ -algebra, 126
of a Banach algebra, 126
of a normed algebra, 126
of an algebra, 125

universal
arrow, 52
mapping

diagram, 52
property, 52

morphism, 52
net, 72
object, 52

uniqueness of, 52
property

of K0 (unital case), 157
of the Grothendieck map, 156

usual
norm

on Kn, 25
orthonormal basis for l2, 47

V ∗ (dual space of a normed linear space), 35

V # (algebraic dual space), 15
VEC

coproducts in, 36
products in, 33, 34
the category, 20

vector
decomposition theorem, 46
space, 5

adjoint map, 23
complement, 7
coproduct, 36
direct sum, 33
normed, 12
ordered, 133
product, 33, 34
topological, 94

state, 137
subspace, 6
unit, 12

Volterra operator, 59

W (T ) (numerical range), 61
w-bounded, 79
w(T ) (numerical radius), 61
w∗-topology (weak star topology), 71, 107

weak
vs. strong topologies on normed spaces, 81
boundedness

in a normed linear space, 79
of sequences of Hilbert space operators, 80

Cauchy sequence, 79
closure, 50
compactness, 50
completeness, 79
continuity, 50, 81
convergence, 50

of Hilbert space operators, 80
of sequences in a normed linear space, 79

operator topology
boundedness in, 80
convergence in the, 80

solution, 111
topology

characterization of, 49
induced by a family of functions, 49
on locally convex spaces, 107
on normed spaces, 71

Wiener’s theorem, 121

zero
bounded away from, 59
operator, 30

zero set, 145
Zf (zero set of f), 145


