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Abstract The efficiency of current adjoint-based obser-
vations targeting strategies in variational data assimila-
tion is closely determined by the underlying assumption
of a linear propagation of initial condition errors into
the model forecasts. A novel targeting strategy is pro-
posed in the context of four-dimensional variational
data assimilation (4D-Var) to account for nonlinear
error growth as the forecast lead time increases. A
quadratic error growth model is shown to maintain the
accuracy in tracking the nonlinear evolution of initial
condition perturbations, as compared to the first-order
approximation. A second-order adjoint model is used
to provide the derivative information that is necessary
in the higher-order Taylor series approximation. The
observation targeting approach relies on the dominant
eigenvectors of the Hessian matrix associated with a
specific forecast error aspect as an indicator of the
directions of largest quadratic error growth. A compar-
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ative qualitative analysis between observation targeting
based on first- and second-order adjoint information is
presented in idealized 4D-Var experiments with a two-
dimensional global shallow-water model. The results
indicate that accounting for the quadratic error growth
in the targeting strategy is of particular benefit as the
forecast lead time increases.
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1 Introduction

Observation targeting strategies aim to identify opti-
mal regions where collection of supplemental data can
improve the state forecast, of a data assimilation and
forecast system, at a specified lead time and over a
selected geographical region. A statistical formulation
and the mathematical framework for the adaptive ob-
servations problem in numerical weather prediction is
provided in the work of Berliner et al. [4]. Adjoint mod-
eling has been an essential tool for the development
of targeting strategies in the context of variational data
assimilation methods. The adjoint of the tangent linear
model associated with an atmospheric model is a key
ingredient to implementing various targeting strategies,
such as gradient sensitivity, dominant singular vectors,
and sensitivity to observations [2, 3, 8, 9, 22, 23, 35].
Analysis schemes based on ensemble of forecasts pro-
vide a feasible alternative to variational methods and
observation targeting strategies in an ensemble Kalman
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filter data assimilation system are discussed in refer-
ences [1, 5, 6, 18].

The first-order adjoint (FOA) model provides an
efficient approach to evaluate the gradient of a scalar-
valued forecast aspect, typically a forecast error mea-
sure, with respect to the model initial state. As such, the
FOA gives a first-order approximation to the forecast
impact as a result of perturbations in the initial state of
the atmospheric model. It may be used to identify the
regions where initial condition errors have a potentially
large impact on determining the forecast uncertainty
[36]. The accuracy of this linear approximation is lim-
ited by the magnitude of the perturbation and by the
time length of the forecast.

Properly accounting for the nonlinear error growth
is also an unresolved issue in the design of obser-
vation targeting strategies using singular vectors. The
dominant singular vectors of the tangent linear model
associated with a nonlinear dynamical system provide
information on the initial condition perturbations of
maximum linear growth at a specified lead time. The
computational cost of evaluating the singular vectors is
significant however, the experience gained from obser-
vation targeting experiments is that adaptive sampling
of the sensitivity fields determined by a small number
of leading singular vectors is effective in reducing the
short-range forecast errors [7, 14, 33]. The singular
vectors are closely determined by the metric used to
measure the error growth and may be used to accu-
rately characterize the propagation of initial condition
errors as long as the underlying assumption of linear
error evolution remains valid [24, 35].

As the forecast lead time increases, nonlinearities in
the dynamical model may become increasingly domi-
nant and the accuracy of the FOA and singular vector
methods to track the initial-condition error propaga-
tion is impaired. This poses a limitation on the time
window for which targeting strategies based on first-
order derivative information are reliable. To overcome
this practical difficulty and to increase the effectiveness
of adjoint targeting strategies, a second-order ad-
joint (SOA) model may be considered to capture the
quadratic terms in the error growth approximation.
An overview of the SOA model implementation and
applications to variational data assimilation is provided
in [25]. In the present work a novel targeting strategy
based on SOA information is considered and numerical
experiments are used to provide a comparative analysis
between the first-order and the second-order adjoint-
based observation targeting guidance. Limitations of
the linear approximation and the necessity to incorpo-
rate high-order derivative information are investigated
by using first and second-order Taylor approximations

to model the nonlinear impact of initial-condition per-
turbations on a forecast error functional. The SOA
model provides the product between the Hessian ma-
trix associated to the model forecast functional and a
predetermined vector direction. It allows to evaluate
the second derivative term in the Taylor approximation
to the evolution of initial condition perturbations. As
such SOA provides the information necessary to model
a quadratic error growth. The dominant eigenvectors
and eigenvalues of the Hessian matrix provide infor-
mation about the maximum quadratic error growth due
to their mathematical properties. Based on this con-
cept, a new targeting strategy is proposed that uses the
dominant eigenvectors and eigenvalues of the Hessian
matrix to identify a sensitivity field that best captures
the quadratic error growth.

Section 2 briefly revisits the four dimensional vari-
ational (4D-Var) data assimilation and the FOA and
SOA models. In Section 3 the implementation of the
FOA and SOA models to a shallow water (SW) model
is presented. The accuracy of the first and second-
order Taylor approximations to the nonlinear forecast
error functional is analyzed in terms of the magnitude
of the initial condition perturbations and the forecast
lead time. A novel targeting strategy based on the
eigenvalues and eigenvectors of the Hessian matrix of
the forecast aspect is presented in Section 4 using the
SW model. Numerical experiments are presented in
Section 5 along with a comparative analysis between
FOA and SOA observation targeting guidance. Con-
clusions and future work are presented in Section 6.

2 Data assimilation and adjoint modeling

Atmospheric data assimilation techniques combine in-
formation from a model of the atmospheric dynamics,
observational data, and error statistics to provide an op-
timal estimate (analysis) of the model state. Theoretical
foundations of modern data assimilation techniques
can be found in the books of Daley [12], Kalnay [21],
Lewis et al. [29] and Evensen [13].

Given an initial state x0, let Mt0→tN denote the dis-
crete atmospheric model (forward model) that evolves
the state from the initial time t0 to time tN

xN = Mt0→tN (x0) . (1)

The 4D-Var data assimilation [26] provides an optimal
estimate xa

0 of the true initial condition xt
0 by minimizing

a cost functional that measures the discrepancy be-
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tween the model state, a prior (background) estimate,
and time distributed observational data

J (x0) = (
x0 − xb )T

B−1
(
x0 − xb ) +

k∑

i=0

(
yi − Hi [xi]

)T R−1
i

(
yi − Hi [xi]

) (2)

where xb is the background estimate to the initial state,
yi ∈ R

ni , i = 1, . . . , k is the observation vector at ti, xi =
Mt0→ti (x0) is the model state at ti, and Hi is the obser-
vational operator mapping the state into observations
at ti. Statistical information on the background error
and observational errors is used to specify the weighting
matrices B and Ri that are representations in the data
assimilation system of the background error covariance
Bt and the observation error covariance Rt

i at time ti
respectively.

Adaptive observations are supplementary data col-
lected to reduce the error of a forecast aspect at
verification time tv > tk over a verification domain Dv ,
expressed as

Jv (xv) = 1

2

〈
P

(
xv − xt

v

)
, P

(
xv − xt

v

)〉
E (3)

where xt
v denotes the true state at the verification time,

and xv is the model forecast state of the system at
time tv . The operator P is the projection operator on
Dv that selects the state vector components inside the
verification domain from the global domain and it is
represented as a diagonal matrix satisfying P∗P = P2 =
P. The inner product 〈, 〉E is defined as

〈
x, y

〉
E = 〈

x, Ey
〉
,

where E is a symmetric positive definite matrix. The
total energy norm corresponds to a diagonal matrix E
and it is often used to facilitate the practical imple-
mentation [19, 35]. The measure (Eq. 3) is the forecast
error functional at the verification time tv over the
verification domain Dv . Targeting strategies are used to
identify the optimal locations for adaptive observations
within a data assimilation framework. In practical ap-
plications, the forecast aspect must rely on the model
alone since at the experimental design stage the actual
forecast error is unknown. Therefore, the forecast error
functional (Eq. 3) may be used only in a posteriori
studies for testing the efficiency of various observation
targeting methods. Ensemble forecasting [28] provides
a feasible approach to assess the forecast errors and
the ensemble-mean state may be used to define the
forecast aspect for sensitivity calculations, as discussed
in references [1, 37].

2.1 Taylor expansion of the forecast error functional

To assess the propagation of the errors in the initial
condition, the forecast aspect is considered as a func-
tional of the initial state. The functional Jv implicitly
depends on the initial condition x0 of Eq. 1

Jv (xN) = Jv

(
Mt0→tN (x0)

)
, (4)

where Mt0→tN is the nonlinear model integration from
t0 to tN = tv ,

Mt0→tN = MN−1 ◦ · · · ◦ M0 (x0) . (5)

It is noticed that the measure (Eq. 3) is a quadratic func-
tional of the forecast state xv = xN however, its nonlin-
ear dependence on the initial state is of more general
type due to the nonlinearities in the model forecast
(Eqs. 4 and 5). A perturbation δx0 in the initial state will
result in a perturbation δJv = Jv (xN + δxN) − Jv (xN),
where xN + δxN = Mt0→tN (x0 + δx0), and the second
order Taylor approximation is expressed in terms of
δx0 as

δJv ≈ δxT
0 ∇x0Jv (xN) + 1

2
δxT

0 ∇2
x0
Jv (xN) δx0 (6)

Algorithmic differentiation and techniques for adjoint
code development are discussed in references [16, 17].
Using chain rule differentiation, the tangent linear
model (TLM) of the nonlinear forward integration
(Eq. 5) is expressed as

M0,N = MN−1(xN−1)MN−2(xN−2) . . . M0(x0) (7)

where Mi(xi) denotes the Jacobian matrix associated
with the model integration from the time ti to ti+1,
xi+1 = Mti→ti+1(xi). The adjoint of the TLM is obtained
as the transpose of Eq. 7,

M∗
0,N = M∗

0(x0) . . . M∗
N−2(xN−2)M∗

N−1(xN−1) (8)

where M∗
i (xi) denotes the adjoint (transpose) of Mi(xi),

and the gradient ∇x0Jv (xN) is evaluated through the
backward FOA model integration

λN = ∇xNJv (xN) (9)

λi = M∗
i (xi) λi+1, i = N − 1, . . . , 0 (10)

The solution of the adjoint Eqs. 9–10 provides the
gradient of Eq. 3 with respect to the initial conditions
as λ0 = ∇x0Jv (xN).

Second-order derivative information, as the product
of the Hessian ∇2

x0
Jv (xN) times a user-defined vector,

may be obtained by developing a SOA model.
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2.2 SOA model equations

The equations of the discrete SOA model associated
with Eqs. 1 and 4 are obtained from a linearization of
both forward and adjoint model equations

νN = ∇2
xN
Jv (xN) μN = PTEPμN (11)

νi = M∗
i (xi) νi+1 + ∂

∂xi

[
M∗

i (xi) λ̄i+1
]
μi, (12)

i = N − 1, . . . , 0

where μi is the solution to the TLM integration

μ0 = w (13)

μi+1 = Mi (xi) μi, i = 0, . . . , N − 1, (14)

w is an user-defined vector, and the notation λ̄i+1 in the
last term of Eq. 13 indicates that the state derivative
applies to the M∗

i (xi) operator only while treating the
adjoint variables λi+1 as constants [11, 25].

The solution of the SOA model (Eqs. 11–13) pro-
vides the Hessian vector product ∇2

x0
J (x0) μ0 = ν (t0)

that is required to evaluate the second-order term in
the Taylor approximation (Eq. 6), thus providing the
quadratic term for the evolution of perturbations in the
initial state of the forecast model.

3 The SW model, FOA and SOA Taylor
approximations

Testing in an idealized framework and presentation of
a proof-of-concept is a necessary stage in the devel-
opment of new targeting methodologies, and needs to
be performed prior to the implementation and vali-
dation in the much more complex environment of an
operational system. A global two dimensional shallow
water (SW) model on a sphere is used for the numerical
experiments. Shallow water models have been shown to
capture important features of atmospheric and oceanic
dynamics and have been used as prototypes in data
assimilation studies [31, 34, 38]. The equations of the
SW model are

dv
dt

= − f k × v − ∇φ, (15)

∂φ

∂t
= −∇ · [(φ − φs) v] , (16)

where
d
dt

= ∂

∂t
+ v · ∇, v = ui + vj with i, j, k being the

unit vectors in the three orthonormal directions on the
sphere, u and v are the zonal and meridional velocity

components, respectively, h is the fluid depth, hs is the
bottom topography, g is the gravitational constant, φ =
gh, φs = ghs, and f is the Coriolis parameter. The grid-
point norm on the state space x = (u, v, h) is the total
energy norm, induced by the inner product

〈x, x〉E = 1

2

(
u2 + v2 + g

h0
h2

)
(17)

such that E is a diagonal matrix. The units in Eq. 17
are of m2s−2. A Godunov type finite volume discretiza-
tion method with the Van-Leer transport scheme, as
described in [30], is used to provide the numerical
solution to the SW equations. Computations are done
on a 2.5◦ × 2.5◦ grid with a time step �t = 450s and the
verification time is set at tv = t0 + 24 h. The reference
state (‘truth‘) xt

0 is taken from the trajectory produced
by a numerical integration of the SW model using as
initial condition the 500 hPa ERA-40 data set from the
European Centre for Medium-Range Weather Fore-
casts (ECMWF), valid for March 15 2002 at 06:00 h.
The background state xb is taken from a 6-hour model
simulation initialized at t0 − 6 h with the ERA-40 data
set valid for March 15 2002 at 00:00 h. The difference
between the 24 h forecasts initiated from xt

0 and xb ,
respectively, exhibits a high discrepancy in the re-
gion [55◦W, 35◦W] × [52◦N, 65◦N] which is taken as
the verification domain Dv at tv . The discrete TLM,
FOA, and SOA models were implemented using the
Automatic Differentiation package TAMC [15]. Figure
1 illustrates the computational flow chart of the tangent
linear model and the FOA model. The FOA model is
integrated backward in time to obtain the sensitivity of
the final state with respect to the initial state. This back-
ward integration requires storage of the full trajectory
of the forward model to obtain the necessary derivative
information at each time step. The discrete SOA can
be seen as the action of the Hessian matrix of the scalar
forecast aspect of interest on a vector. The code for
the second-order adjoint can be implemented using the
forward over reverse mode by taking the tangent of a
forward-backward integration. Figure 2 shows the flow
chart for the computations involved in the second-order
adjoint model. A single backward integration of the

Fig. 1 Flow chart for the computation of the tangent linear
model and the adjoint model
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Fig. 2 Flow chart for the computation of the SOA model

SOA model requires storage of the full trajectory of the
forward model (Eq. 1) and of the tangent linear model
(Eqs. 13, 14), as well as the FOA model integration
(Eqs. 9, 10). Although the potential benefits of incorpo-
rating second-order adjoint information in atmospheric
data assimilation are unanimously recognized [25], to
date, the increased storage and computational demands
as well as the complexity of the code development
have prevented the implementation of a second-order
adjoint model in operational systems.

3.1 Taylor approximation with adjoint models

Given the nonlinearity of the forward model, the va-
lidity of the Taylor approximation (Eq. 6) is closely

determined by the magnitude of perturbations in the
initial condition x0 and the forecast lead time. To inves-
tigate this aspect, forecast perturbations are computed
with the SW model together with their first and second-
order Taylor approximations using the FOA and SOA
models. To corroborate the accuracy of the approxi-
mations to δJv , the initial condition, taken from the
background state, is perturbed according to

x0 (ε) = x0 + δx0 (ε) , δx0 (ε) = ε
(
x0 − xt (t0)

)
,

where ε is a coefficient that controls the magnitude of
the perturbation in the initial condition of the forward
model. The perturbation δJv , as well as the adjoint-
based approximations, are computed for values of the
perturbation coefficient ε ranging from −0.4 to 0.4 with
increments of 0.01 and fixed tv = 24 h, then for a time-
varying forecast lead time tv − t0 ranging from 6-hour
to 72-hour with 1 h increments.

Figure 3 (left) shows the perturbation δJv of the
forecast error, and its first and second order Taylor
approximations. It is noticed that the second-order ap-
proximation remains accurate over a wider range of
perturbations as compared to the first-order approxi-
mation. Figure 3 (right) shows the time evolution of
the Taylor approximation using the FOA and SOA
models, as a function of tv , while keeping ε = 0.1 fixed.
As the verification time increases the second-order ap-
proximation remains significantly more accurate than
the first-order approximation. Similar results were ob-
tained with various values of ε 
= 0.

It must be noticed that the perturbation growth is
time dependent, this is, the solutions of the forward
and adjoint models depend on the verification time tv .
An important question to address is the accuracy of
the approximation as the verification time is increased.
The linear approximation can lose accuracy if there
is a strong nonlinear time dependence of the forward
model which is not accurately captured in the FOA
model. Traditional targeting strategies account only for

Fig. 3 Left f igure: Taylor
approximation (Eq. 6) of the
perturbation of the forecast
error functional as a function
of initial condition
perturbations coefficient ε.
Right f igure: Time evolution
of Eq. 6 as a function of the
verification time tv , with
ε = 0.1
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linear error propagation and differ on the selection
of the norm used to measure the error growth prop-
agation (e.g. total energy vs. error covariance metric
[35]). The limited accuracy of the first-order approxi-
mation is a major difficulty in extending the forecast
time interval and the use of second-order derivative
information may prove to be of relevance to practical
applications.

4 Targeting using SOA information

Applications of the FOA sensitivity analysis during
field experiments to collect targeted observations are
presented in [23], which gives the fundamentals for
targeting strategies based on adjoint modeling.

The FOA model provides the gradient of the fore-
cast error functional Jv with respect to the initial con-
dition x0 of the forward model. The gradient is used to
define a space-distributed sensitivity field

Fv (x, y) = ∥∥∇x0Jv (x, y)
∥∥

2 , (18)

where (x, y) are grid-point coordinates. The function
Fv is evaluated at each grid node were

∥
∥∇x0Jv(x, y)

∥
∥

2
denotes the Euclidean norm of the elements in the
gradient that correspond to the (x, y) grid-point. In the
FOA targeting approach supplementary observations
are taken at locations where Fv exhibits the largest
magnitude.

To accurately track the propagation of perturba-
tions, we propose a new targeting method to incorpo-
rate SOA information. Consider the second term in the
Taylor approximation (Eq. 6)

1

2
δxT

0 Hδx0, (19)

where H = ∇2
x0
Jv (xN) denotes the Hessian matrix asso-

ciated with Jv . Without loss of generality, consider ini-

tial perturbations with unit two-norm, that is ‖δx0‖2 =
1, then Eq. 19 is a Rayleigh–Ritz ratio

δxT
0 Hδx0

δxT
0 δx0

. (20)

The vector for which the Rayleigh–Ritz ratio (Eq. 20) is
maximized provides the direction of maximal quadratic
error propagation in the second-order term of the
Taylor approximation. Since H is a symmetric matrix,
all its eigenvalues are real and the largest magnitude of
Eq. 20 is provided by the eigenvector associated with
the eigenvalue of largest magnitude [20].

In [8, 35] the singular vectors of the tangent linear
model are used to define a sensitivity field for targeted
observations. Following a similar approach, we define
the sensitivity function based on the leading eigenvec-
tors of the Hessian.

Let σi be the ith eigenvalue of H, ordered so that
|σ1| ≥ |σ2| ≥ . . . ≥ |σn|, and let vi be its corresponding
eigenvector. Consider the first m leading eigenvectors
vi, i = 1, . . . , m, where m 
 n, n being the dimension of
the matrix. The SOA-based sensitivity field is defined
as

Fm(x, y) =
m∑

i=1

|σi|
|σ1| ‖vi(x, y)‖2

2 , (21)

where (x, y) are the grid-point coordinates. The
function Fm is evaluated at each grid-point where
‖vi(x, y)‖2 denotes the Euclidean norm of the
eigenvector components at the (x, y) grid-point.

5 Numerical experiments

The numerical experiments and analysis presented in
this section were performed in the twin experiment
framework using a global two-dimensional shallow wa-
ter model on a sphere. The setup of the model is
the same as in Section 3. A 4D-Var data assimilation
scheme is implemented using the SW model and the

Fig. 4 Flow chart for the
computation of the
eigenvectors of the Hessian
matrix using ARPACK
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Table 1 CPU time for the computation of the leading 10 eigen-
values and eigenvectors for ti = 0 to 6 h, at 1-hour increments

ti (h) 0 1 2 3

CPU (s) 1698.52 1651.28 1589.41 1542.74
ti (h) 4 5 6
CPU (s) 1477.11 1429.97 1368.50

Experiments performed with a 1.86 GHz Xeon Quad Core 5320
Processor

assimilation window of [ 0 h, 6 h]. To facilitate the
comparison, the data assimilation setup differs only in
the insertion of adaptive observations in the cost func-
tional (Eq. 2). For each experiment, the minimization
is performed using a limited memory quasi-Newton
algorithm [32] and a discrete FOA model to provide the
necessary gradient information. In all experiments, the
verification state used to quantify the forecast errors
is obtained from a nonlinear model forecast initialized
from the true state, xt

v = Mt0→tv (x
t
0). Numerical results

and analysis are first presented for the verification
time tv = 24 h and in a second set of experiments for
tv = 48 h.

5.1 Eigenvectors of the Hessian of the SW forecast

At the 2.5-degree grid resolution the dimension of
the discrete state vector x is n ∼ 3 × 104, such that
the number of entries in the Hessian matrix H is of
order of 109. Storage of this matrix is not feasible,
however, iterative methods that only require the ac-
tion of the matrix on a vector can be implemented to
obtain the Hessian eigenvalues and eigenvectors. The
Arnoldi Package (ARPACK) [27] is used to compute
the leading eigenpairs of H. Figure 4 illustrates the flow
chart to compute the eigenvectors of the Hessian matrix
with ARPACK using the SOA model. Each iteration
involves a forward integration of the forecast and TLM
models as well as a backward integration of the FOA
and SOA models. This process requires storage of the
trajectories x, μ and λ. The output ν0 of the SOA model
is the Hessian vector product necessary in the Arnoldi
iteration. Table 1 shows the CPU time (in seconds)
necessary for the computation of 10 leading eigenpairs
of the Hessian matrix associated with a 24-hour forecast
error measure and a time-varying initial state within
the 6-hour assimilation window, at 1-hour increments.
The computational overhead of a SOA integration is
about 3 times that of a FOA integration. The sensitiv-
ity field for the SOA targeting strategy is defined by
Eq. 21 and was constructed using 10 eigenpairs. Ad-
ditional experiments performed with 20 and 30 eigen-

pairs of the Hessian provided no significant changes
in the configuration of the sensitivity field and did not
modified the location of the adaptive observations.

The computational time increases as the forecast
lead time increases, since the trajectory length involved
in the forward-backward integration of the forward,
TLM, FOA, and SOA models increases for eigenvec-
tors with targeting time closer to ti = 0. In our ex-
periments, a 6-hour increase in the forecast lead time
resulted in an increase of ∼24% in the computational
time.

5.2 Targeted observations and data assimilation
experiments

5.2.1 24-hour forecast lead time assimilation

A 24-hour forecast lead time experiment for targeted
observations using FOA and SOA information is pre-
sented. Table 2 shows the leading eigenvalue of H for
a targeting time ti from 0 h to 6 h, at 1-hour incre-
ments with a target time tv = t0 + 24 h. The leading
eigenvalue decreases in magnitude as ti increases, which
may indicate that as the forecast lead time is short-
ened the impact of the second-order derivative infor-
mation decreases. This is consistent with the analysis in
Section 3.1, where the contribution of the SOA was
shown to diminish for forecasts closer to the initial time.

The sensitivity fields obtained with the FOA sensi-
tivity function (Eq. 18) are shown in Fig. 5 for ti = t0
(top-left) and ti = t0 + 6 h (top-right). The locations of
20 adaptive observations (marked with •) correspond
to the grid-points where the sensitivity fields have the
largest magnitude. For comparison, Fig. 5 also displays
the sensitivity fields obtained with the SOA sensitivity
function (Eq. 21), using m = 10 leading eigenvectors
of the Hessian matrix, at ti = t0 (bottom-left) and ti =
t0 + 6 h (bottom-right). The difference in the sensitivity
fields between the FOA and SOA methods illustrates
the different type of perturbation growth being mea-
sured. Both FOA and SOA fields are time-varying, thus
the location of targeted observations depends on the
targeting instant.

Table 2 Leading eigenvalues of the Hessian matrix for ti = 0 h to
6 h, at 1-hour increments

ti (h) 0 1 2 3

σ1 8.455 7.272 6.721 5.932
ti (h) 4 5 6
σ1 5.270 4.355 3.541
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Fig. 5 Sensitivity fields with forecast lead time of 24 h. Top
f igures: sensitivity field (Eq. 18) at ti = t0 (left) and at ti = t0 + 6 h
(right). Bottom f igures: sensitivity field (Eq. 21) with m = 10

eigenvectors at ti = t0 (left) and at ti = t0 + 6 h (right). The
verification domain Dv is the region within the rectangle

A 4D-Var data assimilation is performed using 20
adaptive observations at t = 0 and 6 h where the sen-
sitivity field (Eq. 21) has the highest values, as marked
in Fig. 5 (bottom). The performance of adaptive ob-
servations obtained from the SOA sensitivity function
(Eq. 21) is compared with that obtained from the FOA
sensitivity function (Eq. 18), as marked in Fig. 5 (top).

Grid-point meridional- and zonal-averaged forecast
errors over the verification domain are shown in Fig. 6

for the forecast initialized from the background state
estimate and from the analysis provided by each 4D-
Var observation targeting experiment. It is noticed that
assimilation of the adaptive observations resulted in a
substantial forecast error reduction and that, in aver-
age, the SOA targeting guidance provided improved re-
sults as compared to the FOA methodology. Isopleths
of the 24-hour forecast error of the assimilation of
adaptive observations defined by the sensitivity fields

Fig. 6 Meridional- and
zonal-averaged total energy
forecast error (m2s−2) at the
verification time tv = 24 h
over the verification domain
for the background forecast
(circles), and the analysis
forecast provided by data
assimilation with adaptive
observations at both t = 0 h
and t = 6 h based on the FOA
approach (triangles) and
based on the eigenvectors of
the Hessian (squares)
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Fig. 7 Isopleths of the analysis forecast error at tv = 24 h with adaptive observations selected at both t = 0 and t = 6 h from FOA (left),
and from the Hessian eigenvectors (right). The contour interval is 5 m2s−2

(Eq. 21) and (Eq. 18) are shown in Fig. 7. The spatial
distribution of the forecast errors reveals that each
set of targeted observations is particularly effective
in reducing the errors over specific subregions of the
verification domain: the FOA targeted observations
were most effective in reducing the errors over the
south-eastern region whereas the SOA targeted obser-
vations were most effective in reducing the errors over
the north-western region.

The authors noticed that the insertion of targeted
observations at t = 6 h, as opposed to only t = 0 h, is
of significant benefit to the forecast. Results of data
assimilation performed with targeted observations at
the initial time only are shown in Fig. 8 and, by compar-
ison with the results in Fig. 6, a large forecast impact is
noticed from observations at t = 6 h. This is consistent
to the observation sensitivity study in [9] where is was
found that the forecast sensitivity to observations in-
creases for observations near the end of the assimilation
window, and thus closer to the verification time. In
addition, accounting for data interaction is essential
when multiple targeting instants are considered [10],

and this is an area where further research is much
needed. Nevertheless, the results show the relevance
of the SOA in targeting strategies when dealing with
large time intervals and/or highly nonlinear forecast
models.

5.2.2 48-hour forecast lead time assimilation

In a second set of experiments the forecast lead time
is increased to 48 h, while the rest of the experiment
setup remains the same. Figure 9 shows the sensitivity
fields obtained with FOA, for ti = t0 (top-left) and ti =
t0 + 6 h (top-right), and SOA, for ti = t0 (bottom-left)
and ti = t0 + 6 h (bottom-right). Even though the sensi-
tivity fields are computed at the same targeting instants
as in the previous experiment, the increased forecast
lead time has altered the structure of the sensitivity
fields and consequently, the location of the targeted ob-
servations. The modified structure of sensitivity fields
reflects the dynamical dependence of the forecast on
the initial condition error propagation through the
model.

Fig. 8 Same as Fig. 6 for
adaptive observations at
t = 0 h only
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Fig. 9 Sensitivity fields with forecast lead time of 48 h. Top
f igures: sensitivity field (Eq. 18) at ti = t0 (left) and at ti = t0 + 6 h
(right). Bottom f igures: sensitivity field (Eq. 21) with m = 10

eigenvectors at ti = t0 (left) and at ti = t0 + 6 h (right). The
verification domain Dv is the region within the rectangle

As in the previous experiments, 20 adaptive obser-
vations defined by the FOA and SOA sensitivity fields
are assimilated at t = 0 h and t = 6 h with a verification
lead time of 48 h. Figure 10 displays the meridional-
and zonal-averaged forecast error at tv = t0 + 48 h over
the verification domain. It is noticed that at a 48-hour
forecast lead time the impact of the nonlinearities in
the model is significant enough to impair the ability
of the FOA targeting strategy to accurately track the

evolution of initial condition errors. In this case the
information provided by the SOA model, in the form
of the sensitivity field defined by the eigenvalues and
eigenvectors of the Hessian matrix, becomes particu-
larly useful to track the evolution of errors in the initial
model state and a significant reduction in the fore-
cast error is noticed when the SOA targeted observa-
tions are assimilated as compared to the FOA targeted
observations.

Fig. 10 Same as Fig. 6 with
forecast lead time at 48 h
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6 Conclusions

To date, properly accounting for the nonlinear growth
of initial condition errors into the forecasts issued by
a data assimilation system is an unresolved issue in
the design of effective observation targeting strategies
for numerical weather prediction. The practical ap-
plicability of adaptive observation methods based on
first-order sensitivity information is hampered by a
bottleneck in the experimental design: on the one hand
the forecast lead time must be long enough to allow for
preparation, observational resources deployment, data
assimilation, and forecast updates; on the another hand
the underlying assumption of linear error growth is
valid only at short range, typically for a 24–48 h forecast
lead time. In this study a novel approach based on
second-order adjoint modeling is proposed to account
for the quadratic initial-condition error growth in the
model forecast. Using second-order adjoint informa-
tion it is possible to account for quadratic error growth
and maintain a more accurate approximation to the
evolution of initial condition errors over longer time
intervals. The dominant eigenvectors of the Hessian
matrix associated with a specified forecast error aspect
served as an indicator of the directions of maximal
quadratic error growth. These vectors are a natural
choice to be included in the targeting strategies given
their mathematical properties. A discrete SOA model
was implemented using automatic differentiation and
coupled with the ARPACK software package to com-
pute the Hessian eigenpairs. The eigenvectors associ-
ated with the largest eigenvalues were used to define
a space-distributed sensitivity field function in order to
identify the regions of maximal quadratic initial condi-
tion error growth. A comparative qualitative analysis
between gradient sensitivity targeting strategy and our
novel SOA targeting strategy, in the framework of
4D-Var, is performed using a two-dimensional global
shallow-water model. The numerical experiments re-
veal that for an extended lead time the forecast error
over the verification domain is significantly smaller
when assimilating observations taken from the SOA
targeting strategy as compared to a gradient sensitivity
method. Preliminary results indicate that accounting
for the quadratic error growth in the targeting strat-
egy is of particular benefit as the nonlinear terms in
the Taylor series approximation become dominant in
the evolution of initial condition perturbations in the
model.

The efficiency of the SOA targeting method remains
to be further tested and validated in a priori obser-
vation targeting experiments. In this context, the use
of an ensemble of model forecasts provides a feasible

approach to define the forecast error functional and to
initialize the adjoint fields for first- and second-order
sensitivity computations. To fully exploit the benefits of
the SOA model, novel targeting strategies must com-
bine and properly balance the information from both
FOA and SOA models to form a more cohesive and
accurate strategy.
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