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Historical Notes
Å Feedforward networks can be seen as efficient non-linear function approximators based on using 

gradient descent to minimize the error in a  function approximation.

ÅAs such, the modern feedforward NN is the culmination of centuries of progress on the general 

function approximation task. 

Å The chain rule underlying backprop was invented by Leibniz (1796), and due naturally to foundations 

also laid by Newton. 

Å Calculus and algebra have been used to solve optimization problems in closed form since their 

inception, but gradient descent was not introduced as a technique for iteratively approximating the 

solution to optimization problems until 19C (Cauchy, 1847). 

Newton CauchyLeibniz Al-Khwarizmi Galois



Historical Notes



Neurons & the Brain



Neurons & the Brain



Hebbõs Postulate 



Neurons & the Brain 
ïHuman brain contains ~1011 neurons

ïEach individiaul neuron connects to ~104 neuron

ï~1014 total synapses!



McCulloch & Pitts Neuron Model (1943)

(3) Components:

(1) Set of weighted inputs{ wi} that correspond to synapses

(2) An ñadderò that sums the input signals (equivalent to membrane of the cell that collects 

the electrical charge)

(3) An activation function (initially a threshold function) that decides whether the neuron 

fires (ñspikesò) for the current inputs. 



McCulloch & Pitts Neuron Model (1943)

Limitations & Deviations of  the M-P Neuron Model:

Å Summing is linear.

Å No explicit model of òspike trainsó (sequence of pulses that encodes 

information in biological neuron).

Å Threshold value is usually fixed.

Å Sequential updating implicit (biological neurons usually update themselves 

asynchronously)

Å Weights can be positive (excitatory) or negative (inhibitory); biological 

neurons do not change in this way. 

Å Real neurons can have synapses that link back to themselves (e.g. feedback 

loop) ðsee RNNs (recurrent neural networks). 

Å Other biological aspects ignored: chemical concentrations, refractory 

periods, etc. 



Historical Notes
Å Beginning in the 1940s, these function approximation techniques were used to motivate ML models 

such as the percepton. However, the earliest models were based on linear models.

Å In the 1960s Rosenblattproved that the perceptron learning rule converges to correct weights 

in a finite number of  steps, provided the training examples are linearly separable.

ÅCritics including Marvin Minsky point out several of the flaws of the linear model family, such as its 

inability to learn the XOR function, which led to a backlash against the entire NN approach. 

Å Learning non-linear functions required the development of  a MLP (multi-layer perceptron) and a 

means of  computing the gradient through such a model. Efficient applications of  the chain rule based 

on DP (dynamic programming) began to appear in the 1960s and 1970s. 
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