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Historical Notes

A Feedforward net wor kliseardunation bpproxématers based on asir
gradient descent to minimize the error in a function approximation.

AAs such, the modern feedforwar d Nigensralt
function approximation task

A Tcham rulenderlying backprop was invented by Leibniz (1796), and due naturally to for
also laid by Newton.

A Calculus and algebra have been used to
inception, bugradient dese@stnot introduced as a technique for iteratively approximating tr
solution to optimization problems until 19C (Cauchy, 1847). oF
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Electronic Brain
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Historical Notes

Multi-layered
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* Adjustable Weights
« Weights are not Learned

* Learnable Weights and Threshold

* XOR Problem

Foward Activity =———jp»-

¢—— Backward Error

*» Solution to nonlinearly separable problems

+ Limitations of learning prior knowiedge
+ Big computation, local optima and overfitting + Kemel function: Human Intervention

* Hierarchical feature Learning




Neurons & the Brain
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Neurons & the Brain

Information flow through neurons

Dendrites Cell body Axon

Collect Contains Passes electrical signals
electrical nucleus and on to dendrites of another
signals organelles cell or to an effector cell
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HebboOs Post L

“When an axon of cell A is near enough to excite a cell B and
repeatedly or persistently takes part in firing it, some growth
process or metabolic change takes place in one or both cells such
that A’s efficiency, as one of the cells firing B, is increased.”

» In other words: if two neurons fire “close in time”
then strength of synaptic connection between
them increases.
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« Weights reflect correlation between firing events.



Neurons & the Brain

I Human brain contains ~¥heurons
I Eachindividiaul neuron connects to ~1f@euron
I ~10*total synapses!

Brain Computer
Number of Processing Units ~ 10" ~ 10?
Tvpe of Processing Units Neurons Transistors

2 =
Form of Calculation Massively Parallel | Generally Serial
Data Storage Associative Address-based
=
Response Time ~ 107%s ~ 10~"s
Processing Speed Very Variable Fixed
g S .

Potential Processing Speed = 10¥FLOPS 1 | & 10" FLOPS
Real Processing Speed ~ 10" FLOPS ~ 10" FLOPS
Resilience Very High Almost None

Power Consumption per Day 20W 300W 15



McCulloch & Pitts Neuron Mod@l943)
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(3) Components:

(1) Set ofweighted input§w;} that correspond to synapses
(2) Anfi a d dhatrsums the input signals (equivalent to membrane of the cell that collects
the electrical charge)

(3) An activation functior(initially a threshold function) that decides whether the neuron
fires (Nspikeso) for the current inputs.




McCulloch & Pitts Neuron Mod@l943)

Limitations & Deviations of the-M Neuron Model

A Sumninearg i s

A No expl ispilietrammode¢éqgoénde of pul se
information in biological neuron).

A Threshol dfixedal ue is wuswually

ASequential updatiimplicit (biological neurons usually update themselves
asynchronously

A Wei ght s eeaimtordya negativei{hibitory); dioldgical

neurons do not change in this way.

A Real neurons can have sy fmealpaskes t
loop) d seeRNNSs (recurrent neural networks).

A Other biological aspeadfiactonygnor ed
periods etc.



Historical Notes

A Beginning in the 1940s, these function
such as thpercepton However, the earliest models were based on linear models.

A | n t Rosenbla@pBoled that the perceptron learning rule converges to correct we
in a finite number of steps, provided the training examples are linearly separable.

ACritics including Marvin Minsky point ou
inability to learn the XOR functiowhich led to a backlash against the entire NN approach.

A L e a r dinean fgnctiores nequired the development of a MLP {ayéti perceptron) and a
means of computing the gradient through such a model. Efficient applications of the chain rL
on DP (dynamic programming) began to appear in the 1960s and 1970s.
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